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1 Lecture 1: Review of path integral and operator for-

malism and the Feynman diagram expansion

In this first lecture, I will review some important material from Quantum Field Theory I,
just to set up the notation.

Conventions.
I will use theorist’s conventions throughout, with ~ = c = 1, which means that, e.g.

[E] = [1/x] = 1. I will also use the mostly plus metric, for instance in 3+1 dimensions with
signature −+ ++.

Path integrals.
In quantum field theory, the classical field φ(x) is replaced by the VEV of a quantum

operator φ̂,

〈0|φ̂(x)|0〉 =

∫
DφeiS[φ]φ(x). (1.1)

Here the path integral measure is defined as integration over the points of a discretized path,
in the limit of infinite number of points on the path,

Dφ ≡ lim
N→∞

N∏
i=1

∫
dφ(xi). (1.2)

Scalar field.
For a scalar field, the action is typically of the type

S =

∫
d4xL =

∫
d4x

[
−1

2
∂µφ∂

µφ− 1

2
m2φ2 − V (φ)

]
=

∫
d4x

[
1

2
φ̇2 − 1

2
|~∇φ|2 − 1

2
m2φ2 − V (φ)

]
, (1.3)

though the kinetic term can be more complicated also. Note that the mass term was written
separately, since it is quadratic, though technically it is part of the potential V (φ).

One can define objects more general than the field VEV (of which the field VEV is a
particular case), that are the objects to be studied in quantum field theory, the correlation
functions, or Green’s functions, or n-point functions,

Gn(x1, ..., xn) = 〈0|T{φ̂(x1)...φ̂(xn)}|0〉 =

∫
DφeiS[φ]φ(x1)...φ(xn). (1.4)

Here T denotes time ordering. Note that eiS is a highly oscillatory phase, so this Green’s
function is hard to define rigorously, since it is not well behaved at infinity.

It is much easier to go to Euclidean space, by doing a Wick rotation, t = −itE.
In quantum mechanics, one obtains the Feynman-Kac formula relating the transition am-

plitude in Euclidean space, expressed as a path integral, with the usual statistical mechanics
partition function,

Z(β) = Tr{e−βĤ} =

∫
dq
∑
n

|φn(q)|2e−βEn =

∫
dq〈q, β|q, 0〉
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=

∫
Dqe−SE [q]

∣∣∣∣
q(tE+β)=q(tE)

. (1.5)

Here as usual β = 1/kBT and the Euclidean action SE is defined by iSM = −SE.
In quantum field theory, where we have a space (~x) dependence, and one usually is

interested in the vacuum functional, i.e. the transition between asymptotic vacuum states,
we consider the limit of infinite periodicity, φ(~x, tE + β) = φ(~x, tE) (or zero temperature
T = 1/β), where β →∞. The Euclidean action for a scalar field is

SE[φ] =

∫
d4x

[
1

2
∂µφ∂µφ+

1

2
m2φ2 + V (φ)

]
. (1.6)

The Euclidean space correlation functions are defined in a similar manner,

G(E)
n (x1, ..., xn) =

∫
Dφe−SE [φ]φ(x1)...φ(xn) , (1.7)

the advantage being that now instead of a highly oscillatory phase, we have a highly decaying
weight e−SE , sharply peaked on the classical action Scl. The generating functional of the
correlation functions is called the partition function and is given by

Z(E)[J ] =

∫
Dφe−SE [φ]+J ·φ ≡ J〈0|0〉J , (1.8)

where we have defined

J · φ ≡
∫
ddxJ(x)φ(x). (1.9)

The correlation functions are obtained from their generating functional as usual,

G(E)
n (x1, ..., xn) =

δ

δJ(x1)
...

δ

δJ(xn)

∫
Dφe−SE [φ]+J ·φ

∣∣∣∣
J=0

=
δ

δJ(x1)
...

δ

δJ(xn)
Z[J ]

∣∣∣∣
J=0

. (1.10)

Note that we can define the partition function at finite temperature (finite periodicity
β),

ZE[β, J ] = Tr[e−βĤJ ] =

∫
Dφe−SE [φ]+J ·φ

∣∣∣∣
φ(~x,tE+β)=φ(~x,tE)

. (1.11)

From it we can start to define quantum field theory at finite temperature, but we will not
do it here.

Canonical quantization and operator formalism.
To canonically quantize a real scalar field, one expands it and its canonical conjugate

momentum π in Fourier modes,

φ(~x, t) =

∫
d3p

(2π)3

1√
2ωp

(a(~p, t)ei~p·~x + a†(~p, t)e−i~p·~x)
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π(~x, t) =

∫
d3p

(2π)3

(
−i
√
ωp
2

)
(a(~p, t)ei~p·~x − a†(~p, t)e−i~p·~x) , (1.12)

where ωp =
√
~p2 +m2. From the KG equation of motion for the scalar field, one finds that

a(~p, t) = a~pe
−iωpt.

Canonical quantization is achieved through the equal time commutation relations between
φ and its canonical conjugate momentum,

[φ(~x, t), π(~x′, t)] = i~δ(3)(~x− ~x′); [φ(~x, t), φ(~x′, t)] = [π(~x, t), π(~x′, t)] = 0. (1.13)

From them, we obtain the usual algebra for the creation and anihilation operator coefficients,

[a(~p, t), a†(~p′, t)] = (2π)3δ(3)(~p− ~p′). (1.14)

For free scalars, one uses Heisenberg picture operators,

φH(~x, t) = eiHtφ(~x)e−iHt , (1.15)

where φ(~x) is a Schrödinger picture operator. As a reminder, in the Schrödinger picture,
operators are time-independent and the states evolve in time with the Hamiltonian, whereas
in the Heisenberg picture it is the opposite: operators evolve in time with the Hamiltonian,
and the states are time-independent.

For interacting scalars however, the useful representation is the interaction (Dirac) pic-
ture. One splits the Hamiltonian into a free (quadratic) part and an interaction part,

Ĥ = Ĥ0 + Ĥ1. (1.16)

Then the interaction picture operators are obtained by a canonical transformation with the
free part Ĥ0,

φI(~x, t) = eiĤ0(t−t0)φ(~x, t0)e−iĤ0(t−t0). (1.17)

Now states evolve with the interaction Hamiltonian, and operators with the free Hamiltonian,

i~
∂

∂t
|ψI(t)〉 = Ĥ1,I |ψI(t)〉

i~
∂

∂t
ÂI(t) = [ÂI(t), Ĥ0] , (1.18)

where H1,I is the interacting Hamiltonian operator in the interaction picture.
In the interacting quantum field theory, φ(~x, t) denotes the Heisenberg operator φH(~x, t),

and is the object we are interested in, together with the true vacuum of the full theory |Ω〉.
On the other hand, for calculational purposes, we use the vacuum |0〉 of the free theory, and
the interaction picture fields, since we find that

φI(~x, t) = eiĤ0(t−t0)φ(~x, t0)e−iĤ0(t−t0)

=

∫
d3p

(2π)3

1√
2Ep

(a~pe
ip·x + a†~pe

−ip·x)

∣∣∣∣∣
x0=t−t0;p0=Ep

. (1.19)
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The vacuum of the free theory satisfies that a~p|0〉 = 0 for all ~p. On the other hand, the objects
we want to calculate are Green’s functions of the full theory, like the 2-point function (full
propagator), 〈Ω|T{φ(x)φ(y)}|Ω〉.

We find them using perturbation theory, in terms of interaction picture objects, like the
propagator. The propagator depends on a contour of complex integration, but the most
commonly used one in quantum field theory is the Feynman propagator,

DF (x− y) = 〈0|T{φI(x)φI(y)}|0〉 =

∫
d4p

(2π)4

−i
p2 +m2 − iε

eip·(x−y). (1.20)

Other examples of propagators are the retarded and advanced propagators. But the Feynman
propagator arises as the natural analytical continuation from Euclidean space. In Euclidean
space, the propagator is uniquely defined, since there are no poles to be avoided using
complex integration and contours, and it is given by

∆(x, y) =

∫
ddp

(2π)d
eip·(x−y)

p2 +m2
. (1.21)

The relation between the full correlation functions and the interaction picture objects
is given by the Feynman theorem, written for generality in terms of operators O that can
specialize to the usual case of φ(x), as

〈Ω|T{OH(x1)....OH(xn)}|Ω〉 = lim
T→∞(1−iε)

〈0|T{OI(x1)...OI(xn) exp
[
−i
∫ T
−T dtH1,I(t)

]
}|0〉

〈0|T{exp
[
−i
∫ T
−T dtH1,I(t)

]
}|0〉

.

(1.22)
By expanding the right hand side, we can calculate perturbatively in terms of the free vacuum
and operators with time evolution given by Ĥ0, i.e. interaction picture operators.

For calculations, we use the Wick theorem, which relates the time ordering with the
normal ordering,

T{φI(x1)...φI(xn)} = N{φI(x1)...φI(xn) + all possible contractions}. (1.23)

Since in between 〈0| and |0〉, the normal ordering of a nontrivial interaction picture operator
(written in terms of a’s and a†’s) gives zero, the only nonzero result is given by the full
contraction, which is just a c-number.

In the path integral formalism, there is an equivalent of the Wick theorem. One first
writes the Dyson formula, which reads

Z[J ] = 〈0|e−SI [φ̂]e
∫
ddxJ(x)φ̂(x)|0〉

=

∫
Dφe−S0[φ]+J ·φe−SI [φ]. (1.24)

Note that the vacuum of the free theory is used, but inside the VEV we have the missing
terms that allow to make up the usual e−S+J ·φ in the path integral, using the weight e−S0 .
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Then we can easily calculate the partition function of the free theory,

Z0[J ] = e
1
2
J ·∆·J〈0|0〉0 , (1.25)

where 〈0|0〉0 is an irrelevant normalization constant. Then the Wick theorem for path inte-
grals is written in two forms. The first is

Z[J ] = e−
∫
ddxV ( δ

δJ(x))Z0[J ] = e−
∫
ddxV ( δ

δJ(x))e
1
2
J ·∆·J , (1.26)

and the second is

Z[J ] = e
1
2
δ
δφ
·∆· δ

δφ

{
e−

∫
ddxV (φ)+J ·φ

}∣∣∣
φ=0

= exp

[
1

2

∫
ddx ddy∆(x− y)

δ

δφ(x)

δ

δφ(y)

] {
e−

∫
ddxV (φ)+J ·φ

}∣∣∣
φ=0

. (1.27)

While it would seem that by these formulas we have solved quantum field theory, since we
have a closed form expression for the partition function, it is not so, since the expression is
formal: it is understood only as a formal perturbative expansion for the exponentials. There
are divergences in the terms of the expansion that need to be regulated, etc.

To find the correlation functions of the full (interacting) theory, we need to get rid of the
vacuum bubbles. As seen from the denominator of the Feynman theorem, this is done by
dividing with the partition function (zero point function). Diagramatically (to be defined
soon), one obtains only the connected diagrams, giving

1

Z[J ]

δZ[J ]

δJ(x)
=
δ(−W [J ])

δJ(x)
, (1.28)

solved by
Z[J ] = N e−W [J ]. (1.29)

Here W [J ] is called the free energy, from the analogy with condensed matter, and as we see
is the generating functional of the connected diagrams. N is an irrelevant normalization
constant (it cancels out).

Feynman rules in x space (Euclidean).
The Feynman rules in Euclidean coordinate space are as follows:
0. Draw all Feynman diagrams.
1. A line between x and y corresponds to the Euclidean Feynman propagator ∆(x, y).
2. For an interaction potential V = λφp, we have p-legged vertices. For each vertex, we

have a factor of (−λ) and an integration over the position of the vertex,
∫
ddx.

3. Then we obtain the value for the Feynman diagram D with external points x1, ..., xn
nand internal points y1, ..., yN , integrated over,

F
(N)
D = ID(x1, ..., xn; y1, ..., yN) , (1.30)

and the correlation function is given as a sum over diagrams and number of vertices,

Gn(x1, ..., xn) =
∑
N≥0

1

N !

∑
diags.D

F
(N)
D (x1, ..., xn). (1.31)
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Simplified rules.
There is a simplified version of the Feynman rules that is usually used. We rewrite the

potential as V = λpφ
p/p! (i.e., λ = λp/p!). Then the vertex is

∫
ddx(−λp), but we write

only the topologically inequivalent diagrams and divide by the statistical weight factor or
symmetry factor S,

S =
N !(p!)N

#of equiv. diags.
= #of symmetries of diagram. (1.32)

Feynman rules in p space.
Because of translational invariance of the theory, which implies momentum conservation,

the Fourier transform G̃ of the correlation function can be redefined by an overall momentum
conservation delta function,

G̃n(p1, ..., pn) =

∫ ∏
i

ddxie
i
∑
j pjxjG(x1, ..., xn) = (2π)dδ(d)(p1 + ...+ pn)Gn(p1, ..., pn).

(1.33)
The simplest case is the free 2-point function, i.e. the propagator. Corresponding to the
Feynman propagator ∆(x− y), we have the Euclidean space propagator

∆(p) =
1

p2 +m2
, (1.34)

corresponding to G2 above.
The rules in momentum space have:
-propagator ∆(p).
-vertex (−λ).
-external line e−ip·x.
-Then one needs to impose momentum conservation, i.e. multiply by (2π)dδ(d)(

∑
j pj),

at each vertex, and integrate,
∫
ddp/(2π)d, over all internal momenta.

-divide by the symmetry factor.
Simplified momentum space rules.
We can write simplified momentum space rules, to get rid of the momentum conservation

delta functions. We only introduce independent loop momenta l1, ..., lL (integration vari-
ables). If it is not entirely obvious what is the number of loops of the diagrams, one can use
the formula L = V (p/2 − 1) − E/2 + 1 to calculate it. Here V is the number of vertices,
p the order of vertices, E the number of external lines. We write the momenta on each
internal line in terms of the external momenta and the loop momenta li using momentum
conservation at the vertices.

-We must integrate over these loop momenta,
∫
ddl1/(2π)d...

∫
ddlL/(2π)d.

-External lines have momenta pi, and internal lines dependent momenta qj, depending
on pi and li.

-An external line gives then 1/(p2
i +m2), and an internal line 1/(q2

j +m2).
-As before, the vertex is (−λ), we divide by the symmetry factor S and sum over diagrams.
Classical field.
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As we mentioned at the beginning of the lecture, the classical field is replaced by the
VEV of the quantum operator. More precisely, considering the field in the presence of a
source J , one defines the classical field φcl by the VEV in the |0〉J vacuum, and divides by
the normalization,

φcl ≡ φ(x; J) =
J〈0|φ̂|0〉J
J〈0|0〉J

. (1.35)

Therefore one obtains

φcl =
1

Z[J ]

∫
Dφe−S[φ]+J ·φφ(x) =

δ

δJ(x)
lnZ[J ] = − δ

δJ(x)
W [J ]. (1.36)

Quantum effective action.
Whereas classically, we have the classical action S[φ] depending on the classical field φ,

quantum mechanically we have the quantum effective action that includes quantum correc-
tions, and depends on the classical field φcl. It is the Legendre transform of the free energy
W [J ],

Γ[φcl] = W [J ] +

∫
ddxJ(x)φcl(x). (1.37)

In the same way as classically, φ(x) satisfies the classical equation of motion with a source,

δS[φ]

δφ(x)
= J(x) , (1.38)

quantum mechanically we have a precise analog of it, namely

δΓ[φcl]

δφcl(x)
= J(x). (1.39)

The quantum effective action Γ is the generator of the 1PI (one particle irreducible)
diagrams, except for the 2-point function, where there is an extra term.

Therefore the partition function Z[J ] generates all diagrams, the free energy W [J ] gen-
erates the connected diagrams, the effective action Γ[φcl] generates the 1PI diagrams except
at 2-points, and we also have that the classical action S generates the tree diagrams.

S-matrix.
To get contact with experiments, we need to define objects that can be related to mea-

surable quantities. Such an object is the S-matrix.
We define Heisenberg picture states (time independent) that have well isolated wavepack-

ets at t = −∞ (but are interacting, or mixed, at t = +∞), |{~kj}〉in, and states that have
well isolated wavepackets at t = +∞ (but are interacting, or mixed, at t = −∞), |{~pi}〉out.
We also define Schrödinger picture states (time dependent) with the same momenta, 〈{~pi}|
and |{~kj}〉. Then the S matrix between the Schrödinger picture states is defined as

〈{~pi}|S|{~kj}〉 = out〈{~pi}|{~kj}〉in. (1.40)

Reduction formula (LSZ).
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Until now we have worked with correlation functions. But these objects are rather ab-
stract, and we saw above that physical objects we want to calculate are S-matrices. Fortu-
nately, there is a relation between them, given by the LSZ formula. One first defines the
Fourier transform of the correlation functions of the full (interacting) theory,

G̃n+m(pµi , k
µ
j ) =

n∏
i=1

∫
d4xie

−ipixi
m∏
j=1

∫
d4yje

ikjyj〈Ω|T{φ(x1)...φ(xn)φ(y1)...φ(ym)}|Ω〉.

(1.41)
Then the S-matrix is obtained from the correlation function G̃n+m by going near on-shell

for the external lines and dividing with the full inverse propagators for the external lines,
except for the factor of Z being replaced by

√
Z,

out〈{~pi}|{~kj}〉out = lim
p2
i→−m2;k2

j→−m2

n∏
i=1

p2
j +m2 − iε
−i
√
Zi

m∏
j=1

k2
j +m2 − iε
−i
√
Zj

G̃n+m(pµi , k
µ
j ). (1.42)

Diagramatically, the S-matrix minus the trivial one (identity) is given by the sum of the
connected, amputated Feynman diagrams, times a

√
Z factor for each external leg, i.e.

〈{~pi}|S − 1|{~kj}〉 =
(∑

connected, amputated Feynman diagrams
)
× (
√
Z)n+m. (1.43)

Fermions
Dirac fermions ψα are understood as representations of the Clifford algebra

{γµ, γν} = 2gµν 1l , (1.44)

i.e. column vector objects on which the gamma matrices act. We can also understand them
as spinorial representations of the Lorentz (or Poincaré) algebra. But the Dirac fermion
representation of the Lorentz algebra is not irreducible. In 3+1 dimensions, the irreducible
representations are either of the Weyl or Majorana type.

One first defines the γ5 object as the product of the gamma matrices up to a fixed phase,
in my conventions

γ5 = −iγ0γ1γ2γ3. (1.45)

Note that there are various conventions for the phase, but generally one chooses to have
γ2

5 = 1. Indeed, then we can define projectors PL/R = (1 ± γ5)/2 onto the irreducible Weyl
representations, defined as

ψL/R =
1± γ5

2
ψD. (1.46)

Note that in the Weyl representation for the gamma matrices, γ5 =

(
1l 0
0 − 1l

)
, so the irreps

are the two upper components of ψD and the two lower components of ψD.
One defines then the conjugate representation ψ̄ as ψ̄ = ψ†iγ0. Note again that various

conventions in the literature for ψ̄ differ by a phase. The action in Minkowski space is then

Sψ = −
∫
d4xψ̄(γµ∂µ +m)ψ , (1.47)
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and in Euclidean space without the overall minus.
The other type of irreducible representation is a real-type representation, the Majorana

representation, obtained by imposing a reality constraint. Defining a C-matrix with certain
properties, satisfied in 3+1 dimensions by the choice C = −iγ0γ2, the Majorana condition
relates the Dirac conjugate ψ̄ with the Majorana conjugate ψC = ψTC, i.e.

ψ̄ = ψTC. (1.48)

Fermionic path integrals are written in terms of Grassmann variables, i.e. anticommuting
objects ψ with {ψ, ψ} = 0. The Gaussian integral on Grassmann space gives∫

dnxex
TAx = 2n/2

√
detA , (1.49)

where for commuting objects it gives ∝ 1/
√

detA.
The addition of fermions means new propagators and vertices in the Feynman rules.
The fermionic Euclidean space propagator is

1

ip/+m
=

i

−p/+ im
=
−ip/+m

p2 +m2
, (1.50)

whereas in Minkowski space the Feynman propagator is

−i −ip/+m

p2 +m2 − iε
. (1.51)

For a Yukawa interaction ∫
ddxgψ̄ψφ , (1.52)

the vertex is (−g) in the Euclidean case, and (−ig) in the Minkowski case.
A fermion loop adds a minus sign to the Feynman rules.
Gauge fields
In covariant quantization (Gupta-Bleuler), we write the expansion of the gauge field in

a similar manner with the case of the scalar field,

Aµ(x) =

∫
d3k

(2π)3
√

2Ek

3∑
λ=0

ε(λ)
µ (k)[eikxa(λ)(k) + a†(λ)(k)e−ikx] , (1.53)

where ε
(λ)
µ (k) are 4 polarizations. The 0 and 3 polarizations are unphysical, and the 1 and 2

are physical, transverse polarizations, satisfying kµε
(1,2)
µ = 0.

The gauge condition is imposed on the part of positive frequency of the operator, i.e. the
annihilation part of Aµ, acting on physical states,

∂µA(+)
µ (x)|ψ〉 = 0 , (1.54)
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which defines the physical states |ψ〉. Since kµε
(1,2)
µ = 0, on the momentum modes we obtain

the condition
[a(0)(k) + a(3)(k)]|ψ〉 = 0. (1.55)

To define a photon propagator, we must add a gauge fixing term to the action. If not,
the action has zero modes (due to the gauge invariance), which makes it impossible to invert
the kinetic operator. The gauge-fixed Lagrangean in Minkowski space is

L = −1

4
F 2
µν −

1

2α
(∂µAµ)2. (1.56)

From it, we obtain the propagator

G(0)
µν (k) =

1

k2

(
δµν − (1− α)

kµkν
k2

)
. (1.57)

In the so-called ”Feynman gauge” (it is not really a gauge, just a choice) α = 1, the propa-

gator becomes just the scalar propagator G
(0)
µν (k) = δµν/k

2.
QED S-matrix Feynman rules.
The Euclidean Lagrangean for QED is

L(E) =
1

4
F 2
µν + ψ̄(D/ +m)ψ , (1.58)

where Dµ = ∂µ − ieAµ. The Minkowski Lagrangean is

L = −1

4
F 2
µν − ψ̄(D/ +m)ψ. (1.59)

-The e−e+γ vertex, with respective indices α, β and µ is +ie(γµ)αβ in Euclidean space,
and +e(γµ)αβ in Minkowski space.

-The incoming photon external line is Aµ|~p〉 = εµ(p).

-The outgoing photon external line is 〈~p|Aµ = ε∗µ(p).

-The incoming electron external line is ψ|~p, s〉 = us(p).

-The outgoing electron external line is 〈~p, s|ψ̄ = ūs(p).

-The incoming positron external line is ψ̄|~k, s〉 = v̄s(k).

-The outgoing positron external line is 〈~k, s|ψ = vs(k).
-The fermion propagator is

− (p/+ im)

p2 +m2 − iε
. (1.60)

-The photon propagator is

− i

k2 − iε

(
gµν − (1− α)

kµkν
k2 − iε

)
. (1.61)
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k

p p

(p)A A (p)

p
=1/(ip+m)

=+ie

a) Euclidean Green’s fcts.

=photon

propagator
=

=+e

b)S matrix Minkowski 

c) S−matrix external lines:

p =

p

= p =
p

= *

p,s = =u (p)
s

  p, s = =u (p)
s

k  ,s = =v (p)
s

  k, s = =v (p)
s

k

Figure 1: Relevant Feynman rules for Green’s functions and S-matrices.

-There is a minus sign for a fermion loop.
The rules are summarized in Fig.1.

Important concepts to remember

• All of them, since it is a review...

Further reading: See my lecture notes for QFT I [1].
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Exercises, Lecture 1

1) Use the Feynman rules to write down the integral expression for the following diagram
(Fig.2) for scattering of photons in QED (the diagram is a fermion loop, cut into two loops
by a photon line, and with 4 external photon lines).

Figure 2: Two-loop QED Feynman diagram.

2) Write down the x-space and the p-space Feynman rules coming from the 4 dimensional
Lagrangean in Euclidean space:

L = +
1

2

N∑
I=1

[(∂µφ
I)2 +m2(φI)2] +

(
1 +

N∑
I=1

(
φI

M

)2
)
FµνF

µν

4
+

λ

M2

N∑
I,J=1

φIφI∂µφ
J∂µφJ .

(1.62)
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2 Lecture 2. One-loop divergences, renormalizability

and power counting

In this lecture we will analyze possible divergences in loop integrals, in particular we will look
at one-loop, and how to determine if a theory contains divergences using power counting.
Finally we will define power counting renormalizability and distinguish between theories
based on it.

q

Figure 3: One-loop divergence in φ4 theory for the 2-point function.

We have seen in the first semester hints of the fact that loop integrals can be divergent,
giving infinite values for Feynman diagrams.

For example, in λφ4 theory in Euclidean space, consider the unique one-loop O(λ) di-
agram, a loop connected to the free line (propagator) at a point, see Fig.3. It is given
by

−λ
∫

dDq

(2π)D
1

q2 +m2
. (2.1)

Since the integral is

= −λ ΩD−1

(2π)D

∫
qD−1dq

1

q2 +m2
∼
∫
dq qD−3 , (2.2)

it is divergent in D ≥ 2 and convergent only for D < 2. In particular, in D = 4 it is
quadratically divergent

∼
∫ Λ

qdq ∼ Λ2. (2.3)

We call this kind of divergence ”ultraviolet”, or UV divergence, from the fact that it is at
large energies (4-momenta), or large frequencies.

Note also that we had one more type of divergence for loop integrals that was easily dealt
with, the fact that when integrating over loop momenta in Minkowski space, the propagators
can go on-shell, leading to a pole, which needed to be regulated. But the iε prescription
dealt with that. Otherwise, we can work in Euclidean space and then analytically continue to
Minkowski space at the end of the calculation. This issue did not appear at tree level, when
the propagators have fixed momenta, and are not on-shell, but it appears in loop integrals.

Let us now consider an example of a diagram that has all types of divergences, a one-loop
diagram for the 2k-point function in λφk+2 theory with k momenta in, then two propagators
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k
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1
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k

q

q−p

p=p
i

Figure 4: One-loop diagram in φk+2 theory, for the 2k-point function.

forming a loop, and then k lines out, as in Fig.4. The incoming momenta are called p1, ..., pk
and sum to p =

∑k
i=1 pi. Then the two propagators have momenta q (loop variable) and

q − p, giving for the diagram

λ2

2

∫
dDq

(2π)D
1

(q2 +m2)((q − p)2 +m2)
. (2.4)

Again, we can see that at large q, it behaves as∫
qD−1dq

q4
, (2.5)

so is convergent only for D < 4. In particular, in D = 4 it is (log) divergent, and this again
is an UV divergence. From this example we can see that various diagrams are divergent in
various dimensions.

As mentioned, the poles in the propagators when we go to Minkowski space mean that
a priori there are these divergences as well, but they are regulated by the Feynman iε
prescription.

But this diagram has also another type of divergence, namely at low q (q → 0). This
divergence appears only if we have m2 = 0 AND p2 = 0. Thus only if we have massless
particles, and all the particles that are incoming on the same vertex sum up to something
on-shell (in general, the sum of on-shell momenta is not on-shell). Then the integral is

∼
∫
dΩ

∫
q3dq

q2(q2 − 2q · p)
, (2.6)

and in the integral over angles, there will be a point where the unit vector on q, q̂, satisfies
q̂ · p̂ = 0 with respect to the (constant) unit vector on p, p̂. Then we obtain∫

dq

q
, (2.7)

i.e., log divergent. We call this kind of divergences ”infrared” or IR divergences, since they
occur at low energies (low 4-momenta), i.e. low frequencies.
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Thus we have two kinds of potential divergences, UV and IR divergences. The UV
divergences are an artifact of perturbation theory, i.e. of the fact that we were forced
to introduce asymptotic states as states of the free theory, and calculate using Feynman
diagrams. As such, they can be removed by redefining the parameters of the theory (like
masses, couplings, etc.), a process known as renormalization, which will be studied next in
this course. But these UV divergences are a characteristic of the theory, hence their presence
tells us we need to do something to define better the theory.

A nonperturbative definition is not in general available, in particular for scattering pro-
cesses it isn’t. But for things like masses and couplings of bound states (like the proton
mass in QCD, for instance), one can define the theory nonperturbatively, for instance on
the lattice, and then we always obtain finite results. The infinities of perturbation theory
manifest themselves only in something called the renormalization group, which will also be
studied later in this course.

By contrast, the IR divergences are genuine divergences from the point of view of the
Feynman diagram (can’t be reabsorbed by redefining the parameters). But they arise because
the Feynman diagram we are interested in, in the case of a theory with massless external
states, and with external states that are on-shell at the vertex, are not quantities that can
be experimentally measured. Indeed, for a massless external state (m = 0), of energy E,
experimentally we cannot distinguish between the process with this external state, or with
it and another emitted ”soft and/or collinear particle”, namely one of m = 0 and E ' 0
and/or parallel to the first. If we include the tree level process for that second process at
the same order in the coupling constant (order λ2 for the diagram under study), and sum
it together with the first (loop level), we obtain a finite differential cross section (which
can be experimentally measured), for a given cut-off in energy and/or angle of resolution
between two particles. Therefore this divergence arises because the quantity we study is
not a physical one; a physical measurement always has a minimal resolution for the energy
(minimal detectable energy) and the angle between emitted particles. Only by summing over
processes that cannot be distinguished by the physical detector do we get a finite quantity.

Thus the physical processes are always finite, in spite of the infinities in the Feynman
diagram.

Analytical continuation
A question which one could have already asked is: Is Wick rotation of the final result the

same with Wick rotation of the integral to Minkowski space, followed by evaluation?
Let us look at the simplest one-loop diagram in Euclidean space (in λφ4, already discussed

above) ∫
dDq

(2π)D
1

q2 +m2
. (2.8)

In Minkowski space it becomes

−i
∫

dDq

(2π)D
1

q2 +m2 − iε
= +i

∫
dD−1q

(2π)D−1

∫
dq0

2π

1

q2
0 − ~q2 −m2 + iε

, (2.9)

where now q2 = −q2
0 + ~q2.
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Figure 5: Wick rotation of the integration contour.

Then the poles are at q̃0 − iε and −q̃0 + iε, where q̃0 =
√
~q2 +m2. The Minkowski space

integration contour is along the real axis in the q0 plane, in the increasing direction, called
CR. On the other hand, the Euclidean space integration contour CI is along the imaginary
axis, in the increasing direction, see Fig.5. As there are no poles in betweeen CR and CI
(in the quadrants I and III of the complex plane, the poles are in the quadrants II and IV),
the integral along CI is equal to the integral along CR (since we can close the contour at
infinity, with no poles inside). Therefore, along CI , q0 = iqD, with qD real and increasing,
and therefore dq0 = idqD, so∫

CR

dq0(...) =

∫
CI

dq0(...) =

∫
dD−1q

(2π)D
(−i)i

∫
dqD

~q2 + (qD)2 +m2 − iε
, (2.10)

which gives the same result as the Euclidean space integral, after we drop the (now unnec-
essary) −iε.

However, in general it is not true that we can easily analytically continue. Instead, we
must define the Euclidean space integral and Wick rotate the final result, since in general this
will be seemingly different than the continuation of the Minkowski space integral (rather, it
means that the Wick rotation of the integrals is subtle). But the quantum field theory per-
turbation in Euclidean space is well-defined, unlike the Minkowski space one, as we already
saw, so is a good starting point.

Let’s see an example of this situation. Consider the second integral we analyzed, now in
Minkowski space

−λ
2

2

∫
dDq

(2π)D
1

q2 +m2 − iε
1

(q − p)2 +m2 − iε
. (2.11)

We deal with the two different propagators in the loop integral using the Feynman trick.
We will study it in more detail next class, but this time we will just use the result for two
propagators. The Feynman trick for this case is the observation that

1

AB
=

∫ 1

0

dx[xA+ (1− x)B]−2 , (2.12)
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(which can be easily checked) which allows one to turn the two propagators with different
momenta into a single propagator squared. Indeed, now we can write

−λ
2

2

∫
dDq

(2π)D

∫ 1

0

dx[x(q − p)2 + (1− x)q2 + (x+ 1− x)(m2 − iε)]−2. (2.13)

The square bracket equals q2 + xp2− 2xq · p+m2− iε. Changing variables to q′µ = qµ− xpµ
allows us to get rid of the term linear in q. We can change the integration variable to
q′, since the Jacobian for the transformation is 1, and then the square bracket becomes
q′2 + x(1− x)p2 +m2 − iε. Finally, the integral is

(−iλ)2

2

∫
dDq′

(2π)D

∫ 1

0

dx[q′2 + x(1− x)p2 +m2 − iε]−2 , (2.14)

which has poles at
q̃2

0 = ~q2 +m2 − iε+ x(1− x)p2. (2.15)

If p2 > 0, this is the same as the in the previous example, we just redefine m2: the poles
are outside quadrants I and III, so we can make the Wick rotation of the integral without
problem. However, if p2 < 0 and sufficiently large in absolute value, we can have q2

0 < 0, so
the poles are now in quadrants I and III, and we cannot simply rotate the contour CR to
the contour CI , since we encounter poles along the way. So in this case, the Wick rotation
is more subtle: apparently, the Minkowski space integral gives a different result from the
Euclidean space result, Wick rotated. However, the latter is better defined, so we can use it.

Power counting
We now want to understand how we can figure out if a diagram, and more generally a

theory, contains UV divergences. We do this by power counting. We consider here scalar
λnφ

n theories.
Consider first just a (Euclidean space) diagram, with L loops and E external lines, and

I internal lines and V vertices. The loop integral will be

ID(p1, ..., pE;m) =

∫ L∏
α=1

ddqα
(2π)d

I∏
j=1

1

q2
j +m2

, (2.16)

where qj = qj(pi, qα) are the momenta of the internal lines (which have propagators 1/(q2
j +

m2)). More precisely, they are linear combinations of the loop momenta and external mo-
menta,

qj =
L∑
α=1

cjαqα +
E∑
i=1

cjipi. (2.17)

Like we already mentioned in Lecture 11 of QFT I, L = I − V + 1, since there are I
momentum variables, constrained by V delta functions (one at each vertex), but one of the
delta functions is the overall (external) momentum conservation.

If we scale the momenta and masses by the same multiplicative factor t, we can also
change the integration variables (loop momenta qα) by the same factor t, getting

∏L
α=1 d

dq →
tLD

∏L
α=1 d

dq, as well as qj → tqj, and q2 +m2 → t2(q2 +m2), giving finally

ID(tpi; tm) = tω(D)ID(pi;m) , (2.18)
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where
ω(D) = dL− 2I (2.19)

is called the superficial degree of divergence of the diagram D, since it is the overall dimension
for the scaling above.

Theorem This gives rise to the following theorem: ω(D) < 0 is necessary for the con-
vergence of ID. (Note: but is not sufficient!)

Proof: We have
I∏
i=1

(q2
i +m2) ≤ (

I∑
i=1

q2
i +m2)I . (2.20)

Then for large enough qα, there is a constant C such that

I∑
i=1

(q2
i +m2) =

I∑
i=1

( L∑
α=1

ciαqα +
E∑
j=1

cijpj

)2

+m2

 ≤ C
L∑
α=1

q2
α , (2.21)

as we can easily see. Then we have

ID >
1

CI

∫
∑
q2
α>Λ2

L∏
α=1

ddq

(2π)d
1

(
∑L

α=1 q
2
α)I

>

∫
r>Λ

rDL−1dr

r2I
, (2.22)

where we used the fact that
∑L

α=1 q
2
α ≡

∑dL
M=1 q

2
M is a sum of dL terms, which we can

consider as a dL-dimensional space, and the condition
∑

α q
2
α > Λ2, stated before as qα being

large enough, now becomes the fact that the modulus of the dL-dimensional qM is bounded
from below. We finally see that if ω(D) = dL − 2I > 0, ID is divergent. The opposite
statement is that if ID is convergent, then ω(D) < 0, i.e. ω(D) < 0 is a necessary condition
for convergence. q.e.d.

As we said, the condition is necessary, but not sufficient. Indeed, we can have subdiagrams
that are superficially divergent (ω(Ds) ≥ 0), therefore divergent, then the full diagram is
also divergent, in spite of having ω(D) < 0.

We can take an example in λφ3 theory in D = 4 the one in Fig.6: a circle with 3
external lines connected with it, with a subdiagram Ds connected to the inside of the circle:
a propagator line that has a loop made out of two propagators in the middle. The diagram
has ID = 9, VD = 7, therefore LD = ID − VD + 1 = 9 − 7 + 1 = 3, and then ω(D) =
dLD−2ID = 4 ·3−2 ·9 = −6 < 0. However, the subdiagram has IDs = 2, VDs = 2, therefore
LDs = 2− 2 + 1 = 1, and then ω(Ds) = 4 · 1− 2 · 2 = 0, therefore we have a logarithmically
divergent subdiagram, and therefore the full diagram is also logarithmically divergent.

We can then guess that we have the following
Theorem (which we will not prove here) ω(Ds) < 0, ∀Ds 1PI subdiagrams of D ⇔

ID(p1, ..., pE) is an absolutely convergent integral.
We note that the ⇒ implication should obviously be true, and moreover is valid for any

field theory. But the ⇐ implication is true only for scalar theories. If there are spin 1/2
and spin 1 fields, then ω(D) < 0 is not even necessary, since there can be cancellations
between different spins, giving a zero result for a (sum of) superficially divergent diagram(s)
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Figure 6: Power counting example: diagram is power counting convergent, but subdiagram
is actually divergent.

(hence the name superficial degree of divergence, it is not necessarily the actual degree of
divergence).

We can now write a formula from which we derive a condition on the type of divergencies
we can have.

We note that each internal line connects to two vertices, and each external line connects
only one vertex. In a theory with

∑
n λnφ

n/n! interactions, we can have a number n = nv
of legs at each vertex v, meaning we have

2I + E =
V∑
v=1

nv. (2.23)

Then the superficial degree of divergence is

ω(D) ≡ dL− 2I = (d− 2)I − dV + d = d− d− 2

2
E +

V∑
v=1

(
d− 2

2
nv − d

)
, (2.24)

where in the second equality we used L = I − V + 1 and in the last equality we have used
2I + E =

∑
v nv.

Since the kinetic term for a scalar is −
∫
ddx(∂µφ)2/2, and it has to be dimensionless,

we need the dimension of φ to be [φ] = (d − 2)/2. Then since the interaction term is
−
∫
ddxλnφ

n/n!, we have

[λnv ] = d− nv[φ] = d− d− 2

2
nv , (2.25)

meaning that finally

ω(D) = d− d− 2

2
E −

V∑
v=1

[λv]. (2.26)
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Thus we find that if [λv] ≥ 0, there are only a finite number (and very small) of divergent
n-point functions (where n = E is the number of external lines). If [λv] > 0, then there are
also a finite number of diagrams. Indeed, first, we note that by increasing the number of
external lines, we get to ω(D) < 0. Then, if [λv] > 0 we get to ω(D) < 0 also by increasing
V , the number of vertices.

As an example, consider the limiting case of [λv] = 0, and d = 4. Then ω(D) = 4−E, and
only E = 0, 1, 2, 3, 4 give divergent results, irrespective of V . Since E = 0, 1 are not physical
(E = 0 is a vacuum bubble, and E = 1 should be zero in a good theory), we have only
E = 2, 3, 4, corresponding to 3 physical parameters (physical parameters are defined by the
number of external lines, which define physical objects like n-point functions). For [λv] > 0,
any vertices lower ω(D), so we could have even a smaller number of E’s for divergent n-point
functions, since we need at least a vertex for a loop diagram. In higher dimensions, we will
have a slightly higher number of divergent n-point functions, but otherwise the same idea
applies.

Such theories, where there are a finite number of n-point functions that have divergent
diagrams, is called renormalizable, since we can absorb the infinities in the redefinition
of the (finite number of) parameters of the theory, the parameters being in one to one
correspondence with the 1PI n-point functions.

Therefore we have 3 possibilities:
A) If there is some [λv] < 0, we can make divergent diagrams for any n-point function

(any E) with λv vertices just by increasing V . Therefore there are an infinite number
of divergent 1PI n-point functions that would need redefinition, so we can’t make this by
redefining the parameters of the theory. Such a theory is called nonrenormalizable. Note
that a nonrenormalizable theory can be so only in perturbation theory, there exist examples
of theories that are perturbatively nonrenormalizable, but the nonperturbative theory is
well-defined. Also note that we can work with nonrenormalizable theories in perturbation
theory, just by introducing new parameters at each loop order. Therefore we can compute
quantum corrections, though the degree of complexity of the theory quickly increases with
the loop order.

B) If there is some [λv] = 0, and the rest of [λv] > 0, that means that there is a finite
number of 1PI divergent n-point functions, which means that the theory is renormalizable.

C) If all [λv] > 0, there are only a finite number of diagrams that are divergent, which
means that we can actually fully renormalize the theory in practice, not just in principle.
The theory is then called super-renormalizable.

Examples.
Consider scalar field theories with all power laws,

∑
n≥1 λnφ

n/n!. Then the condition for
the theory to be renormalizable is [λn] ≥ 0, which gives

n ≤ 2d

d− 2
. (2.27)

d=2. Then in 2 dimensions all n are renormalizable, in fact super-renormalizable, since
then [λn] = 2, and ω(D) = 2− 2V becomes < 0 as V is increased.

d=3. The above condition gives n ≤ 6, with equality for n = 6, which means that
φ3, φ4, φ5 are super-renormalizable and φ6 is just renormalizable.
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d=4. The condition above gives n ≤ 4, with equality for n = 4, which means that φ3 is
super-renormalizable and φ4 is just renormalizable.

d=5. The condition above gives n ≤ 10/3, which means that only φ3 is renormalizable,
and actually is super-renormalizable.

d=6. The condition gives n ≤ 3, which means that only φ3 is renormalizable.
d>6. There are no renormalizable interactions.
Divergent φ4 1PI diagrams in various dimensions.
In d = 2, [λv] = 2 and ω(D) = 2 − 2V , which means that only the V = 1 diagram is

divergent (the 2-point one-loop diagram).
In d = 3, [λv] = 1 and ω(D) = 3 − E/2 − V , which means that the only 1PI diagrams

are the V = 1, E = 2 diagram (one-loop) and the V = 2, E = 2 diagram (2-loops).
In d = 4, [λv] = 0, so ω(D) = 4 − E, so all the diagrams of the 2,3 and 1PI 4-point

functions are divergent.

Important concepts to remember

• Loop diagrams can contain UV divergences (at high momenta), divergent in diagram-
dependent dimensions, and IR divergences, which appear only for massless theories
and for on-shell total external momenta at vertices.

• UV divergences can be absorbed in a redefinition of the parameters of the theory
(renormalization), and IR divergences can be cancelled by adding the tree diagrams
for emission of low momentum (E ' 0) particles, perhaps parallel to the original
external particle.

• Wick rotation of the result of the Euclidean integrals can in general not be the same
as Wick rotation of the Euclidean integral, since there can be poles in between the
Minkowskian and Euclidean contours for the loop energy integration. We can work
in Euclidean space and continue the final result, since the Euclidean theory is better
defined.

• Power counting gives the superficial degree of divergence of a diagram as ω(D) =
dL− 2I.

• In a scalar theory, ω(D) < 0 is necessary for convergence of the integral ID, but in
general is not sufficient.

• In a scalar theory, ω(Ds) < 0 for any 1PI subdiagram Ds of a diagram D ⇔ ID is
absolutely convergent.

• Theories with couplings satisfying [λv] ≥ 0 are renormalizable, i.e. one can absorb the
infinities in redefinitions of the parameters of the theory, while theories with [λv] < 0
are nonrenormalizable, since we can’t (there are an infinite number of different infinities
to be absorbed).
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• If all the [λv] > 0, the theory is super-renormalizable: it has only a finite number of
divergent 1PI diagrams.

Further reading: See chapters 5.1,5.2 in [5], 9.1 in [2] and 4.2 in [4].
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Exercises, Lecture 2

1) Consider the one-loop diagram below, for arbitrary masses of the various lines. Check
whether there are any divergences.

p3p2

p1

Figure 7: One loop Feynman diagram. Check for divergences.

2) Check whether there are any UV divergences in the D = 3 diagram in λφ4 theory in
Fig.8.

Figure 8: Check for UV divergences in this Feynman diagram.

3) Consider the Lagrangeans

L1 = +
1

2
(∂µφ)2 + gφ2(∂µφ)2 (2.28)

in 4 Euclidean dimensions, and

L2 =
1

2κ2
N

√
gR +

1

2

√
g∂µφ∂νφg

µν +
√
g
m2

2
eα

2φ2

(2.29)
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in 2 Euclidean dimensions, where R is the Ricci scalar for gravity.
Are these Lagrangeans renormalizable, superrenormalizable, or non-renormalizable? If

they are renormalizable or superrenormalizable, write down the superficially divergent dia-
grams.
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3 Lecture 3. Regularization, definitions: cut-off, Pauli-

Villars, dimensional regularization, general Feynman

parametrization

.
In this lecture we will describe methods of regularization, that will be used for renormal-

ization. We already saw a few methods of regularization, i.e. making finite the integrals.
Cut-off regularization
The simplest is cut-off regularization, which means just putting upper and lower bounds

on the integral over the modulus of the momenta, i.e. a |p|max = Λ for the UV divergence,
and an |p|min = ε for the IR divergence. It has to be over the modulus only (the integral over
angles is not divergent), and then the procedure works best in Euclidean space (since then
we don’t need to worry about the fact that −(p0)2 +~p2 = Λ2 has a continuum of solutions for
Minkowski space). Note that having a |p|max = Λ is more or less the same as considering a
lattice of size Λ−1 in Euclidean space, which breaks Euclidean (”Lorentz”) invariance (since
translational and rotational invariance are thus broken). For this reason, very seldom we
consider the cut-off regularization.

There are many regularizations possible, and in general we want to consider a regulariza-
tion that preserves all symmetries that play an important role at the quantum level. If there
are several that preserve the symmetries we want, all of them can in principle be used (we
could even consider cut-off regularization, just that then we would have a hard time showing
that our results are consistent with the symmetries we want to preserve).

c)
a)

q

b) p

q

p+q
p

Figure 9: Examples of one-loop divergent diagrams.

Let’s see the effect of cut-off regularization on the simplest diagram we can write, a loop
for a massless field, with no external momentum, but two external points, i.e. two equal
loop propagators inside (see Fig.9a):∫

d4p

(2π)4

1

(p2)2
=

Ω3

(2π)4

∫ Λ

ε

p3dp

p4
=

1

8π2
ln

Λ

ε
. (3.1)

As we said, we see that this has both UV (for Λ→∞) and IR (for ε→ 0) divergences.
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Infinite sums
Sometimes, we can turn integrals into infinite sums, like in the case of the zero point

energy, where a first regularization, putting the system in a box of size L, allows us to
get a sum instead of an integral:

∑
n ~ωn/2. The sum however is still divergent. When

one calculates the one-loop fluctuations around some classical background, the action is
approximated by the classical part plus a quadratic fluctuation,

S ' Scl +
1

2

∫
δφ [−∂µ∂µ + U ′′(φ0)] δφ , (3.2)

where δφ = φ− φ0, φ0 is the classical value for the field, giving the on-shell action Scl, and
U(φ) is the potential. Then the partition function is found to be

Z[J ] = N
−1/2

det [(∂µ∂
µ + U ′′(φ0))δ12] = ... =

∑
n

e−
iEnT

~ , (3.3)

where the constant N includes e−Scl , and the ... involve some calculations that will not be
reproduced here. The zero-point energy E0 is given by

E0 =
~
2

∑
n

ωn , (3.4)

where ωn are given by the eigenvalues of the spatial part of the quadratic operator,

(−~∇2 + U ′′(φ0))ηr(~x) = ω2
rηr(~x). (3.5)

Then there were various ways of regularizing the sum. We can deduce that if the result
depends on the method of regularization, there are two possibilities:

• perhaps the result is unphysical (can’t be measured). This is what happens to the
full zero-point energy. Certainly the infinite constant (which for instance in an e−aωn

regularization is something depending only on L) is not measurable.

• perhaps some of the methods of regularization are unphysical, so we have to choose
the physical one.

An example of a physical calculation is the difference of two infinite sums. This is what
usually happens. In the example of the Casimir effect (the attractive force between two
infinite conducting plates due to the vacuum energy), the difference between two geometries
(two values for the distance d between two parallel plates) gives a physical, measurable
quantity. Another example is the difference between two vacua, say a vacuum with a soliton
and a trivial vacuum, with no soliton. In general then, we will have

∑
n

~ω(1)
n

2
−
∑
n

~ω(2)
n

2
. (3.6)
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For the case of the quantum corrections to masses of solitons, one considers the difference
between quantum fluctuations (

∑
n ~ωn/2) in the presence of the soliton, and in the vacuum

(without the soliton), and this gives the physical calculation of the quantum correction to
the mass of the soliton.

Note that it would seem that we could write∑
n

(
~ω(1)

n − ~ω(2)
n

2

)
(3.7)

and calculate this, but this amounts to a choice of regularization, called mode number (n)
regularization. Indeed, we have now∞−∞, so unlike the case of finite integrals, now giving
the

∑
n operator as a common factor is only possible if we choose the same number N as

the upper bound in both sums (if one is N , and the other N + a say, with a ∼ O(1), then
obviously we obtain a different result for the difference of two sums).

This may seem natural, but there is more than one other way to calculate: for instance,
we can turn the sums into integrals in the usual way, and then take the same upper limit
in the integral (i.e., in energy), obtaining energy/momentum cut-off regularization. The
difference of the two integrals gives a result differing from mode number cut-off by a finite
piece.

For
∑

n ~ωn/2, there are other regularizations as well: for instance zeta function regular-
ization, heat kernel regularization, and

∑
n ωn →

∑
n ωne

−aωn .
Pauli-Villars regularization.
Returning to the loop integrals appearing in Feynman diagrams, we have other ways to

regulate. One of the oldest ways used is Pauli-Villars regularization, and its generalizations.
These fall under the category of modifications to the propagator that cut off the high mo-
mentum modes in a smoother way than the hard cut-off |p|max = Λ. The generalized case
corresponds to making the substitution

1

q2 +m2
→ 1

q2 +m2
−

N∑
i=1

ci(Λ;m2)

q2 + Λ2
i

, (3.8)

and we can adjust the ci such that at large momentum q, the redefined propagator behaves
as

∼ Λ2N

q2N+2
. (3.9)

In other words, if in a loop integral, we need to have the propagator at large momentum
behave as 1/q2N+2 in order for the integral to become finite, we choose a redefinition with
the desired N , and with ci’s chosen for the required high momentum behaviour.

In particular, the original Pauli-Villars regularization is

1

q2 +m2
→ 1

q2 +m2
− 1

q2 + Λ2
=

Λ2 −m2

(q2 +m2)(q2 + Λ2)
∼ Λ2

q4
. (3.10)

We can easily see that it cannot be obtained from a normal modification of the action,
because of the minus sign, however it corresponds to subtracting the contribution of a very
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heavy particle. Indeed, physically it is clear that a heavy particle cannot modify anything
physical (for instance, a Planck mass particle cannot influence Standard Model physics). But
it is equally obvious that subtracting its contribution will cancel heavy momentum modes
in the loop integral, cancelling the unphysical infinities of the loop.

However, there is a simple modification that has the same result as the above Pauli-Villars
subtraction at high momentum, and has a simple physical interpretation as the effect of a
higher derivative term in the action. Specifically, consider the replacement of the propagator

1

q2 +m2
→ 1

q2 +m2 + q4/Λ2
. (3.11)

The usual propagator comes from∫
d4x

1

2
(∂µφ)2 =

∫
d4p

(2π)4

1

2
φ(p)p2φ(−p) =

∫
d4p

(2π)4

1

2
φ(p)∆−1(p)φ(−p) , (3.12)

so the above replacement is obtained by adding to the action a higher derivative term:∫
d4x

1

2

[
(∂µφ)2 +

(∂2φ)2

Λ2

]
=

∫
d4p

(2π)4
φ(p)

[
p2 +

(p2)2

Λ2

]
φ(−p). (3.13)

Now consider a non-Pauli-Villars, but similar modification of the the loop integral, that
is strictly speaking not a modification of the propagator, but of its square. Consider the
same simplest loop integral, with two equal propagators, i.e.

I =

∫
d4p

(2π)4

1

(p2 +m2)2
→
∫

d4p

(2π)4

[(
1

p2 +m2

)2

−
(

1

p2 + Λ2

)2
]

= I(m2)− I(Λ2).

(3.14)
The new object in the square brackets is

2p2(Λ2 −m2) + Λ4 −m4

(p2 +m2)2(p2 + Λ2)2
∼ 2Λ2

p6
, (3.15)

so is now UV convergent. Since the object is UV convergent, we can use any method to
calculate it. In particular, we can take a derivative ∂/∂m2 of it, and since I(Λ2) doesn’t
contribute, we get for the integral

∂

∂m2
[I(m2)− I(Λ2)] =

∫
d4p

(2π)4

−2

(p2 +m2)3
= −2

Ω3

(2π)4

∫ ∞
0

p3dp

(p2 +m2)3
, (3.16)

where Ω3 = 2π2 is the volume of the 3 dimensional unit sphere. Considering p2 + m2 = x,
so p3dp = (x−m2)dx/2, we get

∂

∂m2
I(m2,Λ2) = − 1

8π2

∫ ∞
m2

(x−m2)dx

x3
= − 1

8π2

1

2m2
. (3.17)

Integrating this, we obtain I(m2), then

I(m2,Λ2) = I(m2)− I(Λ2) =
1

16π2
ln

Λ2

m2
. (3.18)
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This object is UV divergent, as Λ→∞, and also divergent as m→ 0 (IR divergent).
Derivative regularization
However, note that in the way we calculated, we really introduced another type of regu-

larization. It was implicit, since we first found a finite result by subtracting the contribution
with m→ Λ, and then calculated this finite result using what was a simple trick.

However, if we keep the original integral and do the same derivative on it, after the
derivative we obtain a finite result,

∂

∂m2

∫
d4p

(2π)4

1

(p2 +m2)2
= −2

∫
d4p

(2π)4

1

(p2 +m2)3
= − 1

16π2m2
= finite. (3.19)

and now the integral (and its result) is UV convergent, despite the integral before the deriva-
tive being UV divergent. Hence the derivative with respect to the parameter m2 is indeed a
regularization. Both the initial and final results are however still IR divergent as m2 → 0.
Now integrating, we obtain∫

d4p

(2π)4

1

(p2 +m2)2
= − 1

16π2
ln
m2

ε
+ constant , (3.20)

which is still IR divergent as ε→ 0. The UV divergence is now hidden as a possible infinite
integration constant.

However, all the regularizations we analyzed until now don’t respect a very important
invariance, namely gauge invariance. Therefore, ’t Hooft and Veltman introduced a new
regularization to deal with the spontaneously broken gauge theories, namely dimensional
regularization, rather late (early seventies), since it is a rather strange concept.

Dimensional regularization
Dimensional regularization means that we analytically continue in D, the dimension of

spacetime, results calculated for arbitrary D. This seems like a strange thing to do, given
that the dimension of spacetime is an integer, so it is not clear what can physically mean
a real dimension, but we nevertheless choose D = 4 ± ε. The sign has some significance as
well, but here we will just consider D = 4 + ε.

A relevant example for us, that will not only encode the features of dimensional regular-
ization, but will actually be the only way to obtain infinities in dimensional regularization,
is the case of the Euler gamma function, which is an extension of the factorial, n!, defined
for integers, to the complex plane. Again this is done by writing an integral formula,

Γ(z) =

∫ ∞
0

dααz−1e−α. (3.21)

Indeed, one easily shows that Γ(n) = (n − 1)!, for n ∈ N∗, but the integral formula can be
extended to the complex plane, defining the Euler gamma function. The gamma function
satisfies

zΓ(z) = Γ(z + 1), (3.22)

an extension of the factorial property. But that means that we can find the behaviour at
z = ε→ 0, which is a simple pole, since

εΓ(ε) = Γ(1 + ε) ' Γ(1) = 1⇒ Γ(ε) ' 1

ε
. (3.23)
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We can repeat this process,

(−1 + ε)Γ(−1 + ε) = Γ(ε)⇒ Γ(−1 + ε) ' −1

ε

(−2 + ε)Γ(−2 + ε) = Γ(−1 + ε)⇒ Γ(−2 + ε) ' 1

2ε
, (3.24)

etc. We see then that the gamma function has simple poles at all Γ(−n), with n ∈ N. In fact,
these poles are exactly the one we obtain in dimensional regularization, as we now show.

Consider first the simplest case, the tadpole diagram, with a single loop, of momentum
q, connected at a point to a propagator line, as in Fig.9b:

I =

∫
dDq

(2π)D
1

q2 +m2
. (3.25)

We now write
1

q2 +m2
=

∫ ∞
0

dαe−α(q2+m2) , (3.26)

and then

I =

∫ ∞
0

dαe−αm
2

∫
dDq

(2π)D
e−αq

2

=

∫ ∞
0

dαe−αm
2 ΩD−1

(2π)D

∫ ∞
0

dqqD−1e−αq
2

=

∫ ∞
0

dαe−αm
2 ΩD−1

(2π)D
1

2αD/2

∫ ∞
0

dxx
D
2
−1e−x , (3.27)

and we use the fact that
∫∞

0
dxxD/2−1e−x = Γ(D/2), and that the volume of the D-

dimensional sphere is

ΩD =
2π

D+1
2

Γ
(
D+1

2

) , (3.28)

which we can easily test on a few examples, Ω1 = 2π/Γ(1) = 2π, Ω2 = 2π3/2/Γ(3/2) =
2π3/2/(

√
π/2) = 4π, Ω3 = 2π2/Γ(2) = 2π2. Then we have ΩD−1Γ(D/2) = 2πD/2, so

I =

∫ ∞
0

dαe−αm
2

(4πα)−
D
2 =

(m2)
D
2
−1

(4π)
D
2

Γ

(
1− D

2

)
. (3.29)

Taking derivatives (∂/∂m2)n−1 on both sides (both the definition of I and the result), we
obtain in general ∫

dDq

(2π)D
1

(q2 +m2)n
=

Γ(n− d/2)

(4π)nΓ(n)

(
m2

4π

)D
2
−n

. (3.30)

We see that in D = 4, this formula has a pole at n = 1, 2, as expected from the integral
form. In these cases, the divergent part is contained in the gamma function, namely Γ(−1)
and Γ(0).

Feynman parametrization with two propagators
We now move to a more complicated integral, which we will solve with Feynman parametriza-

tion, cited last lecture. Specifically, we consider the diagram for a one-loop correction to the
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propagator in φ3 theory, with momentum p on the propagator and q and p + q in the loop,
as in Fig.9c, i.e. ∫

dDq

(2π)D
1

q2 +m2

1

(q + p)2 +m2
. (3.31)

We now prove the Feynman parametrization in this case of two propagators. We do the trick
used in the first integral (tadpole) twice, obtaining

1

∆1∆2

=

∫ ∞
0

dα1

∫ ∞
0

dα2e
−(α1∆1+α2∆2). (3.32)

We then change variables in the integral as α1 = t(1 − α), α2 = tα, with Jacobian∣∣∣∣(1− α α
−t t

)∣∣∣∣ = t, so

1

∆1∆2

=

∫ 1

0

dα

∫ ∞
0

dt te−t[(1−α)∆1+α∆2] =

∫ 1

0

dα
1

[(1− α)∆1 + α∆2]2
. (3.33)

We want to write the square bracket as a new propagator, so we redefine qµ = q̃µ − αpµ,
obtaining

(1− α)∆1 + α∆2 = (1− α)q2 + α(q + p)2 +m2 = q̃2 +m2 + α(1− α)p2. (3.34)

Finally, we obtain for the integral

I =

∫ 1

0

dα

∫
dDq̃

(2π)D
1

[q̃2 + (α(1− α)p2 +m2)]2
=

Γ(2−D/2)

(4π)D/2

∫ 1

0

dα[α(1− α)p2 +m2]
D
2
−1 ,

(3.35)
and again we obtained the divergence as just an overall factor coming from the simple pole
of the gamma function at D = 4, and the integral in now finite.

General one-loop integrals and Feynman parametrization.
The Feynman parametrization can in fact be generalized, to write instead of a product

of propagators, a single ”propagator” raised at the corresponding power, with integrals over
parameters α left to do. Then we can use the formula (3.30) to calculate the momentum
integral, and we are left with the integration over parameters.

Consider the general one-loop integral from Fig.10, obtained from a loop with n external
lines coming out of it, with momenta p1, ..., pn. The momenta on the internal lines can be
chosen to be q + p̃i, with pi =

∑i
j=1 pi, for instance, but in any case we can always write

them as q + p̃i, with p̃i depending on the external momenta pi. The general one-loop scalar
integral is then

I(p1, ..., pn) =

∫
dDq

(2π)D

n∏
i=1

1

(q + p̃i)2 +m2
. (3.36)

We first write the product of propagators in an exponential as before, as

1

∆1...∆n

=

∫ ∞
0

n∏
i=1

dα̃ie
−(α̃1∆1+...+α̃n∆n). (3.37)
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1

. . .

qq+p

q+p

2

Figure 10: General One-Loop Feynman diagram.

After a transformation α̃i = αit, which needs to be supplemented with the constraint
∑

i αi =
1 in order to still have n independent integration variables, which also means that we must
have αi ≤ 1, and whose Jacobian we can easily check is J = tn−1 (the determinant has
n−1 t’s on the diagonal and rest zeroes, except on the last line), the product of propagators
becomes ∫ 1

0

n∏
i=1

dαiδ

(
1−

∑
i

αi

)∫ ∞
0

dt tn−1e−t(α1∆1+...+αn∆n)

=

∫ 1

0

n∏
i=1

dαiδ

(
1−

∑
i

αi

)
Γ(n)

(α1∆1 + ...+ αn∆n)n
. (3.38)

Now we have replaced the product of different propagators with a single quadratic ex-
pression in momenta, raised to the n-th power, so we can use the formula (3.30) to calculate
the one-loop integral, which becomes

I(p1, ..., pn) =

∫ n∏
i=1

dαiδ

(
1−

∑
i

αi

)∫
dDq

(2π)D
Γ(n)

[
∑n

i=1 αi(q + p̃i)2 +m2]n
. (3.39)

But there is still one step to do, namely to shift the momenta in order to get rid of the
term linear in momenta: Define q̃µ = qµ +

∑
i αip̃

i, after which the quadratic form in the
denominator becomes

n∑
i=1

[αi(q + p̃i)
2 +m2] = q̃2 +m2 +

∑
i

αip̃
2
i −

(∑
i

αip̃i

)2

. (3.40)
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Since the Jacobian of the shift is 1, finally we obtain (using (3.30)) for the Feynman
parametrization of the general one-loop integral

I(p1, ..., pn) =
Γ(n−D/2)

(4π)D/2

∫ 1

0

n∏
i=1

dαiδ

(
1−

∑
i

αi

)m2 +
∑
i

αip̃
2
i −

(∑
i

αip̃i

)2
D/2−n .

(3.41)
The αi are called Feynman parameters. We note that the dimensional regularization proce-
dure described above is general, and we see that the divergence always appears as the simple
pole of the gamma function at D = 4.

Alternative version of the Feynman parametrization.
In the literature, an alternative parametrization is also sometimes used, which can be

found directly by making a change of variables in (3.38), but we find it useful to start at the
beginning. In (3.37), we substitute the change of variables α̃1 = t(1− α1), α̃2 = t(α1 − α2),
α̃3 = t(α2 − α3), ..., α̃n = tαn. From these definitions, we see that we must have α1 ∈ [0, 1],
α2 ∈ [0, α1], α3 ∈ [0, α2], ... The Jacobian of the transformation is found again to be
J = tn−1, so that we get

1

∆1...∆n

=

∫ 1

0

dα1

∫ α1

0

dα2

∫ α2

0

dα3...

∫ αn−2

0

dαn−1

∫ ∞
0

dt

tn−1e−t((1−α1)∆1+(α2−α1)∆2+...+(αn−2−αn−1)∆n−1+αn−1∆n). (3.42)

Finally, we have for the product of propagators

1

∆1...∆n

= Γ(n)

∫ 1

0

dα1

∫ α1

0

dα2

∫ α2

0

dα3...

∫ αn−2

0

dαn−1

[∆1(1− α1) + ∆2(α1 − α2) + ...+ ∆n−1(αn−2 − αn−1) + ∆nαn−1]−n.(3.43)

Dimensionally continuing Lagrangeans.
So we saw that the loop integrals of the above type are OK to dimensionally continue,

but is it OK to dimensionally continue the Lagrangeans?
For scalars, it is OK, but we have to be careful. The Lagrangean is

L =
1

2
(∂µφ)2 +

m2

2
φ2 +

λn
n!
φn (3.44)

and since the action S =
∫
dDx must be dimensionless, the dimension of the scalar is

[φ] = (D − 2)/2 and thus the dimension of the coupling is [λn] = D − n(D − 2)/2. For
instance, for D = 4 and n = 4, we have [λ4] = 0, but for D = 4 + ε, we have [λ4] = −ε. That
means that outside D = 4, we must redefine the coupling with a factor µε, where µ is some
scale that appears dynamically. This process of spontaneous appearance of an arbitrary
mass scale at the quantum level is called dynamical transmutation, and is related to the fact
that we have a renormalization group, as we will see later in the course.

For higher spins however, we must be more careful. The number of components of a field
depends on dimension, which is a subtle issue. We must then use dimensional continuation
of various gamma matrix formulae

gµνgµν = D
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γµp/γ
µ = (2−D)p/ (3.45)

etc. On the other hand, the gamma matrices still satisfy the Clifford algebra {γµ, γν} = 2gµν .
But the dimension of the (spinor) representation of the Clifford algebra depends on dimension
in an unusual way, n = 2[D/2], which means it is 2 dimensional in D = 2, 3 and 4 dimensional
in D = 4, 5. That means that we cannot continue dimensionally n to D = 4 + ε. Instead, we
must still consider the gamma matrices as 4× 4 even in D = 4 + ε, and thus we still have

Tr[γµγν ] = 4gµν (3.46)

This is not a problem, however there is another fact that is still a problem. The definition
of γ5 is

γ5 =
i

4!
εµνρσγ

µγνγργσ = −iγ0γ1γ2γ3 = iγ0γ1γ2γ3 (3.47)

and that cannot be easily dimensionally continued. Since chiral fermions, i.e. fermions that
are eigenvalues of the chiral projectors PL,R = (1± γ5)/2, appear in the Standard Model, we
would need to be able to continue dimensionally chiral fermions. But that is very difficult
to do.

Therefore we can say that there are no perfect regularization procedures, always there is
something that does not work easily, but for particular cases we might prefer one or another.

Next class we will see that the divergences that we have regularized in this lecture can be
absorbed in a redefinition of the parameters of the theory, leaving only a finite piece giving
quantum corrections.

Important concepts to remember

• We must regularize the infinities appearing in loop integrals, and the infinite sums.

• Cut-off regularization, imposing upper and lower limits on |p| in Euclidean space,
regulates integrals, but is not very used because it is related to breaking of Euclidean
(”Lorentz”) invariance, as well as breaking of gauge invariance.

• Often the difference of infinite sums is a physical observable, and then the result is
regularization-dependent. In particular, we can have mode-number cut-off (giving the
sum operator as a common factor), or energy cut-off (giving a resulting energy integral
as a common factor). We must choose one that is more physical.

• The choice of regularization scheme for integrals is dictated by what symmetries we
want to preserve. If several respect the wanted symmetries, they are equally good.

• (Generalized) Pauli-Villars regularization removes the contribution of high energy
modes from the propagator, by subtracting the propagator a very massive particle
from it. A related version for it is obtained from a term in the action which is higher
derivative.
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• By taking derivatives with respect to a parameter (e.g. m2), we obtain derivative
regularization, which also reduces the degree of divergence of integrals.

• Dimensional regularization respects gauge invariance, and it corresponds to analytically
continuing the dimension, as D = 4 + ε. It is based on the fact that we can continue
n! away from the integers to the Euler gamma function.

• In dimensional regularization, the divergences are the simple poles of the gamma func-
tion at Γ(−n), and appear as a multiplicative 1/ε.

• With Feynman parametrization, we can reduce a general one-loop scalar integral to an
integral over Feynman parameters only.

• For scalars, dimensional regularization of the action is OK, if we remember that cou-
plings have extra mass dimensions away from D = 4. For higher spins, we must
regulate the number of components, including things like gµνgµν and gamma matrix
identities.

• The dimension of gamma matrices away from D = 4 is still 4, so traces of gamma
matrices still give a factor of 4, and the γ5 cannot be continued away from D = 4,
which means analytical continuation in dimension that involve chiral fermions are very
hard.

Further reading: See chapters 5.3 in [5] 4.3 in [4] and 9.3 in [2].
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Exercises, Lecture 3

1) Calculate ∫
d4p

(2π)4

1

p2 +m2
1

1

p2 +m2
2

(3.48)

in Pauli-Villars regularization.

2) Calculate ∫
dDq

(2π)D
1

(q2 +m2
1)2

1

(q + p)2 +m2
2

(3.49)

in dimensional regularization (it is divergent in D = 6).
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4 Lecture 4. One-loop renormalization for scalars and

counterterms in dimensional regularization.

In this lecture we will learn how to get rid of the infinities appearing in quantum field
theory loops, by a process called renormalization. Basically, we will absorb the infinities in
a redefinition of the parameters in the theory. We will do it in dimensional regularization,
the most commonly used, though of course it can be done in any regularization we want.

We will learn how to do this in the case of one-loop corrections in scalar theories, and
specifically we will consider φ4 theory in d = 4 and φ3 theory in d = 6. Of course, φ3 theory
is not well defined, since the potential is unbounded from below (it can have arbitrarily high
negative value). But we will take it as a simple example, since the standard theory, φ4 in
d = 4, has no ”wave function renormalization” at one loop (we will see what that is later),
but φ3 in d = 6 is the simplest example of a theory that does have it.

Note that both theories are in the critical dimension (meaning that for a dimension higher
than the one considered, the theory would be non-renormalizable). We can check this, since
we saw that ω(D) = d− (d− 2)E/2−

∑
v[λv] and [λn] = d− (d− 2)n/2. That means that

for φ4 in d = 4 we have [λ4] = 0 and ω(D) = 4 − E, and for φ3 in d = 6 we have [λ3] = 0
and ω(D) = 6− 2E.

As we saw last lecture, in dimensional regularization we need to introduce a scale µ and
redefine the coupling λ̃ in dimension d in terms of the dimensionless coupling λ in the critical
dimension by

λ̃ = µd−
(d−2)

2
nλ ≡ λd. (4.1)

The parameter µ is a manifestation of dimensional transmutation, the spontaneous break-
ing of scale invariance at the quantum level, manifested through the appearance of the ar-
bitrary scale µ. Note that in any regularization we will find such an arbitrary scale: in the
cut-off regularization it is the cut-off Λ itself, in Pauli-Villars again it is the mass parameter
Λ, in the PV-like higher derivative regularization again we have a parameter Λ, etc.

The statement is that the physics should be independent of this scale, and this will lead
to the renormalization group equations, which will be presented in the next lecture.

We now proceed to find the divergent diagrams at one-loop and calculate the divergent
parts. After that, we will learn how to get rid of them by a redefinition of parameters.

φ4 in d = 4.
From the above formula ω(D) = 4− E, we see that the E = 0, 1, 2, 3, 4 -point functions

are all superficially divergent. But we consider 1PI diagrams, so the E = 0 case (partition
function) is not physical, since it just gives the normalization which cancels out in calcu-
lations. Since we are considering 1PI diagrams, at one-loop in φ4 theory we can convince
ourselves that Γ

(1)
one−loop = Γ

(3)
one−loop = 0. So we are left with Γ(2) and Γ(4) to calculate.

We define ε = 4−D (D = 4− ε), such that λ̃ = µελ.
For the 1PI 2-point function, the one-loop contribution (in Fig.11) is given by just one

vertex with a loop on it, with result

δΓ(2)(p) = − λ̃
2

∫
dDp

(2π)D
1

p2 +m2
, (4.2)
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where we used the fact that we have a symmetry factor S = 2. Using the formula (3.30)
from last lecture with n = 1, we obtain

δΓ(2)(p) = − λ̃
2

(m2)
D
2
−1

(4π)
D
2

Γ

(
1− D

2

)
= − λm2

2(4π)2
Γ
( ε

2
− 1
)(4πµ2

m2

) ε
2

. (4.3)

Figure 11: One-Loop Feynman diagram for the 1PI 2-point function in φ4 theory.

4

+ +

p
p

p p

1

2 3

Figure 12: One-Loop Feynman diagram for the 1PI 4-point function in φ4 theory.

For the one-loop contribution to Γ(4) in Fig.12, we define the 4 momenta p1, p2, p3, p4

going in, and the Mandelstam variables s = (p1 + p2)2, t = (p1 + p4)2 = (p2 + p3)2 and
u = (p1 + p3)2, and we find 3 diagrams with 2 vertices and 2 external lines at each vertex.
One diagram has p1 +p4 ≡ p̃1 at one vertex (t diagram), the second has p1 +p2 at one vertex
(s diagram) and the third has p1 + p3 at one vertex (u diagram), so that we have

δΓ(4)(s, t, u) =
λ̃2

2
[I(t) + I(s) + I(u)]. (4.4)

Then

I(t) =

∫
dDq

(2π)D
1

(q2 +m2)((q + p̃1)2 +m2)
. (4.5)

41



Using the formula (3.41) from last lecture, for n = 2 and p̃2 = 0, we obtain

λ̃2

2
I(t) =

λ̃2

2

Γ
(
2− D

2

)
(4π)

D
2

∫ 1

0

dα1dα2δ(1− α1 − α2)[m2 + α1p̃
2
1 − α2

1p̃
2
1]
D
2
−2

=
λ2µ2ε

2

Γ
(
ε
2

)
(4π)2(4π)

ε
2

∫ 1

0

dα[m2 + α(1− α)t]−
ε
2 . (4.6)

Summing over s, t, u, we obtain

δΓ(4)(s, t, u) =
λ2µε

2(4π)2
Γ
( ε

2

)(4πµ2

m2

) ε
2
∫ 1

0

dα
∑
z=s,t,u

[
1 + α(1− α)

z

m2

]− ε
2
. (4.7)

Divergent parts.
Since we are interested in getting rid of the divergent parts, we now isolate the divergent

parts of δΓ(2)(p) and δΓ(4)(s, t, u).
For the 2-point function, we first use the definition of the ψ function, ψ(z) = dΓ/dz to

write Γ(1 + ε) ' 1 + εψ(1). Then we have also

Γ(−1 + ε) =
Γ(ε)

−1 + ε
=

Γ(1 + ε)

−ε(1− ε)
' −1 + εψ(1)

ε(1− ε)
' −1

ε
[1 + ε(1 + ψ(1))] = −1

ε
[1 + εψ(2)] ,

(4.8)
where we have used ψ(n+ 1) = 1/n+ ψ(n) to write ψ(2) = 1 + ψ(1).

Then we have

δΓ(2)(p) ' − λm2

2(4π)2

(
−2

ε
− ψ(2)

)(
1 +

ε

2
ln

4πµ2

m2

)
+O(ε)

' λm2

(4π)2

[
1

ε
+
ψ(2)

2
− 1

2
ln

m2

4πµ2
+O(ε)

]
. (4.9)

For the 4-point function, we use

Γ(ε) =
Γ(1 + ε)

ε
' 1

ε
+ ψ(1) (4.10)

to write the expansion

δΓ(4)(s, t, u) ' λ2µε

2(4π)2

(
2

ε
+ ψ(1)

)(
1 +

ε

2
ln

4πµ2

m2

)(
3− ε

2

∫ 1

0

dα
∑
z=s,t,u

ln
(

1 + α(1− α)
z

m2

))

' λ2µε

(4π)2

(
3

ε
+

3ψ(1)

2
− 3

2
ln

m2

4πµ2
− 1

2

∫ 1

0

dα
∑
z=s,t,u

ln
[
1 + α(1− α)

z

m2

]
+O(ε)

)
. (4.11)

Note that we can do the integral over α (even though here we are not interested in the
finite parts),∫ 1

0

dα ln
[
1 + α(1− α)

z

m2

]
= −2 +

√
1 +

4m2

z
ln


√

1 + 4m2

z
+ 1√

1 + 4m2

z
− 1

 . (4.12)
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φ3 in D = 6.
We now repeat the same procedure for φ3 in d = 6. Again we want to write λ̃ = µελ,

which means that now we must take d = 6− 2ε. From the formula ω(D) = 6− 2E, we see
that the E = 0, 1, 2, 3 -point functions are superficially divergent, but Γ(0) is a normalization,
and actually vanishes at one-loop, and Γ(1) is trivial (it gives no term in the effective action,
just a constant shift of the scalar). Therefore we have only Γ(2) and Γ(3).

q

p p

q+p

Figure 13: One-Loop Feynman diagram for the 1PI 2-point function in φ3 theory.

For the 2-point function, there is only one one-loop diagram, in Fig.13, with two vertices
connected by two propagators, and each having an external line. The momenta on the two
internal propagators are named q and q + p (p being the external momentum), and the
symmetry factor is S = 2, giving

δΓ(2)(p) =
λ̃2

2

∫
dDq

(2π)D
1

(q2 +m2)((q + p)2 +m2)
. (4.13)

We see that it is formally the same as the I(t) integral from the φ4 case, with p̃1 replaced by
p, so we can use that result to write

δΓ(2)(p) =
λ̃2

2

Γ
(
2− D

2

)
(4π)

D
2

∫ 1

0

dα[m2 + α(1− α)p2]
D
2
−2. (4.14)

Substituting D = 6− 2ε now, we obtain

δΓ(2)(p) =
λ2m2µε

2(π)3

Γ(−1 + ε)

(4π)−ε
m−2ε

∫ 1

0

dα

[
1 + α(1− α)

p2

m2

]1−ε

=
λ2m2

2(4π)3
Γ(−1 + ε)

(
4πµ2

m2

)ε ∫ 1

0

[
1 + α(1− α)

p2

m2

]1−ε

. (4.15)

For the 3-point function, there is also a single one-loop diagram, in Fig.14, with 3 vertices
connected pairwise by internal propagators. We denote the external lines by p1, p2 going in
and p3 coming out, and the internal lines by q, q + p1 and q + p3. Then we have

δΓ(3)(pi) = −λ̃3

∫
dDq

(2π)D
1

(q2 +m2)((q + p1)2 +m2)((q + p3)2 +m2)
. (4.16)
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1 3

3

Figure 14: One-Loop Feynman diagram for the 1PI 3-point function in φ3 theory.

We can use the result (3.41) from last lecture, for n = 3 and p̃1 = p1, p̃3 = p3, p̃2 = 0, to
write

δΓ(3)(pi) = −λ̃3 Γ
(
3− D

2

)
(4π)

D
2

∫ 1

0

dα1dα2dα3δ(1− α1 − α2 − α3)

[m2 + α1p
2
1 + α3p

2
3 − (α1p1 + α3p3)2]

D
2
−3

= − λ3µε

(4π)3
Γ(ε)

(
4πµ2

m2

)ε ∫ 1

0

dα1dα3

[
1 + α1

p2
1

m2
+ α3

p2
3

m2
−
(
α1p1 + α3p3

m

)2
]−ε

.

(4.17)

Divergent parts
We now isolate the divergent parts of δΓ(2)(p) and δΓ(3)(pi).
For the 2-point function, we obtain

δΓ(2)(p) ' λ2m2

2(4π)3

(
−1

ε

)
(1 + εψ(2))

(
1− ε ln

m2

4πµ2

)[
1 +

p2

6m2

−ε
∫ 1

0

dα

[
1 + α(1− α)

p2

m2

]
ln

[
1 + α(1− α)

p2

m2

]]
+O(ε)

= − λ2m2

2(4π)3

(
1

ε

(
1 +

p2

6m2

)
+

(
1 +

p2

6m2

)(
ψ(2)− ln

m2

4πµ2

)
−
∫ 1

0

dα

[
1 + α(1− α)

p2

m2

]
ln

[
1 + α(1− α)

p2

m2

])
+O(ε) , (4.18)

where we have used ∫ 1

0

dα

[
1 + α(1− α)

p2

m2

]
= 1 +

p2

6m2
. (4.19)

For the 3-point function, we obtain

δΓ(3)(pi) ' − λ3µε

(4π)3

1

ε
(1 + εψ(1))

(
1− ε ln

m2

4πµ2

)[
1− ε

∫ 1

0

dα1dα3
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ln

[
1 + α1

p2
1

m2
+ α3

p2
3

m2
−
(
α1p1 + α3p3

m

)2
]]

+O(ε)

' − λ3µε

(4π)3

(
1

ε
+ ψ(1)− ln

m2

4πµ2
−
∫ 1

0

dα1dα3

ln

[
1 + α1

p2
1

m2
+ α3

p2
3

m2
−
(
α1p1 + α3p3

m

)2
])

+O(ε). (4.20)

Counterterms
We are now finally in the position to show how to get rid of the infinities calculated above.

As we can check in the two examples above, in the case of renormalizable field theories, we
can hide the infinities in the redefinition of the parameters of the theory. Indeed, we see that
the number and type of divergences matches the type of terms in the Lagrangean. In the φ4

theory in d = 4 we have infinities in Γ(2) and Γ(4), which are of the type of the propagators
(quadratic in fields) and the interaction (φ4 in fields), and in the φ3 theory in d = 6 we
have infinities in Γ(2) and Γ(3), of the type of the propagators (quadratic in fields) and the
interaction (φ3 in fields).

Therefore we want to consider redefining the parameters by infinite factors, considering
that also the original parameters were infinite, such that the physical, redefined parameters
are finite quantities.

In a nonrenormalizable theory, it would happen that we have an infinite number of
divergent terms, at each loop level appearing new ones. These can be cancelled only by
adding new terms to the original Lagrangean. In some sense, that means that for non-
renormalizable theories we would need to start with a Lagrangean with an infinite number
of terms, most of them (except for a finite number) having zero coefficients, and then hide
the infinities in the redefinition of all the coefficients (even the ones that are zero).

The procedure to get rid of infinities is then to add to the original Lagrangean new infinite
terms called counterterms, giving new infinite vertices, such that the resulting amplitudes
calculated with the total Lagrangean are finite.

One redefines the masses mi, couplings λi and wave functions for the fields φi.
φ4 in d = 4.
As we argued at the beginning of the lecture, for φ4 theory in d = 4 we have no wave

function renormalization, so only m and λ will be redefined. The counterterm Lagrangean to
be added to the original one is such that the vertices coming from it cancel the divergences
of Γ(2) and Γ(4) we found. That means that we must take the counterterm Lagrangean

Lc.t. =

[
λ

16π2

1

ε

]
1

2
m2φ2 +

[
λ2

16π2

3

ε

]
µε
φ4

4!
. (4.21)

Indeed, then we get two new vertices, one a 2-point vertex, denoted by a line with a cross
on it, as in Fig.15a, with value (the vertex is minus the coupling in Euclidean space)

− λ

16π2

1

ε
m2 , (4.22)
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and one a 4-point vertex, as in Fig.15b, denoted by a 4-point vertex with a circle on it (to
distinguish it from the classical vertex), with value

−µε λ2

16π2

3

ε
. (4.23)

Note that to identify Lc.t. above, we have considered the fact that a term 1/2[(∂µφ)2+m2φ2] in
x-space leads to a term 1/2φ(p)[p2 +m2]φ(−p) in p-space, i.e. a ”2-point vertex” −(p2 +m2).
The divergent 1PI 2-point function was p-independent, depending only on m, hence there is
no redefinition of the kinetic piece (∂µφ)2/2, which means no wave function renormalization
(redefinition).

Also note that the 1PI n-point functions include the classical vertices, so in the redefined
theory, L+ Lc.t., we take both the loops of L and the classical vertices of Lc.t..

b)a)

Figure 15: One-Loop Counterterm vertices in φ4 theory. a) 2-point vertex. b) 4-point vertex.

Then we check that we cancel the divergences coming from Γ
(2)
one−loop and Γ

(4)
one−loop with

these new vertices (the tree -”classical”- diagram from Lc.t. and the one-loop diagram from
the original Lagrangean are of the same order in λ, and the infinite parts cancel). Note
that we have chosen Lc.t. to cancel just the infinite part of the one-loop diagrams. This is
called minimal subtraction, and will be discussed next lecture in more detail, but note that
it is not necessary to use this, we can also consider more general subtractions, where the
counterterms also contain some finite parts.

φ3 in d = 6.
In the φ3 theory in d = 6, there is a term with p2 in Γ(2)(p), as well as a term with m2,

so now we have the countertem Lagrangean

Lc.t. = −
[

λ2

12(4π)3

1

ε

]
1

2
(∂µφ)2 −

[
λ2

2(4π)3

1

ε

]
1

2
m2φ2 −

[
λ3

(4π)3

1

ε

]
µε
φ3

3!
. (4.24)

Note the sign difference with respect to φ4 in d = 4. Now the new vertices coming from this
Lagrangean are:

-a 2-point vertex denoted by a line with a cross on it, with value

λ3

2(4π)3

1

ε

(
p2

6
+m2

)
, (4.25)
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-a 3-point vertex denoted by a 3-point vertex with a circle on it, with value

+µε
λ3

(4π)3

1

ε
. (4.26)

Therefore also now the divergences cancel between the tree diagrams coming from Lc.t
and the divergent parts of the loop diagrams.

Renormalization
The general structure of L and Lc.t. is as follows

L = =
1

2
(∂µφ)2 +

1

2
m2φ2 +

µελ

3!
φ3

Lc.t. = C
1

2
(∂µφ)2 +B

1

2
m2φ2 + A

µελ

3!
φ3. (4.27)

We now define the renormalized Lagrangean

Lren = L+ Lc.t. = Lren(φ,m, λµε). (4.28)

In it, φ,m, λ are finite quantities as ε→ 0.
But now we can numerically identify this with a bare Lagrangean written in terms of bare

quantities φ0,m0, λ0, which are infinite,

Lren.(φ,m, λµ
ε) = Lbare(φ0,m0, λ0) =

1

2
(∂µφ)2 +

1

2
m2

0φ
2
0 +

λ0

3!
φ3

0 , (4.29)

which therefore looks like the classical Lagrangean as a function of φ0,m0, λ0.
Sometimes one says that the renormalized Lagrangean is written in terms of bare (infinite)

quantities, but that is not very satisfactory. A better interpretation is that the classical,
bare Lagrangean, written in terms of infinite quantities, is reinterpreted as a renormalized
Lagrangean, written as a sum of a finite, physical Lagrangean, plus a counterterm part that
contains the infinities.

By comparison, we find that the relation between the bare and the renormalized quantities
is given by

φ0 =
√

1 + Cφ ≡
√
Zφφ

m2
0 =

m2(1 +B)

Zφ
λ0 = µελ(1 + A)Z

n/2
φ , (4.30)

where in the last line we wrote the coupling for a general µελφn/n! case.
We see that the results we have found at one-loop can be written as

λ0 = µε
(
λ+

a1(λ)

ε

)
m2

0 = m2

(
1 +

b1(λ)

ε

)
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Zφ = 1 +
c1(λ)

ε
= 1 + C. (4.31)

Of course, in the examples of φ3 in d = 6 and φ4 in d = 4, the a1(λ), b1(λ), c1(λ) are some
specific powers of λ, which we will determine shortly, but in the general case of a some of
λnφ

n/n! interactions, we will obtain nontrivial functions of the couplings.
In general, at general loops, we will find all higher order poles in ε as well (increasing

order in ε for increasing loop number), so that the general expansion takes the form

λ0 = µε

(
λ+

∞∑
k=1

ak(λ)

εk

)

m2
0 = m2

(
1 +

∞∑
k=1

bk(λ)

εk

)

Zφ = 1 +
∞∑
k=1

ck(λ)

εk
= 1 + C. (4.32)

Examples
We now compute the a1, b1, c1 coefficients in the two cases considered here.
φ4 in d = 4.
Since C = 0, it follows that c1(λ) = 0, i.e. no wave function renormalization. Then

λ0 = µελ(1 + A) gives

λ0 = λ+
λ2

16π2

3

ε
⇒ a1(λ) =

3λ2

(4π)2
. (4.33)

Then also m2
0 = m2(1 +B) gives

m2 = m2
0

(
1 +

λ

16π2

1

ε

)
⇒ b1(λ) =

λ

(4π)2
. (4.34)

φ3 in d = 6.
Now we have a wave function renormalization,

Zφ = 1 + C = 1− λ2

12(4π)3

1

ε
⇒ c1(λ) = − λ2

12(4π)3
. (4.35)

Then from

Z
3/2
φ λ0 = µελ(1 + A) = µε

(
λ− λ3

(4π)3

1

ε

)
, (4.36)

we obtain by expanding Z
−3/2
φ in λ

a1(λ) = −7

8

λ3

(4π)3
. (4.37)

Similarly, from

m2
0Zφ = m2

(
1− λ2

2(4π)3

1

ε

)
, (4.38)
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we obtain by expanding Z−1
φ in λ

b1(λ) = − 5λ2

12(4π)3
. (4.39)

Note that here we have the first example of a calculation that is common in quantum field
theory, though it is not very well defined mathematically. Even though the result is divergent
as ε→ 0, since the divergent term is multiplied by λ, which is considered small (perturbation
theory), we can expand in λ as if the term is small. This treatment of divergences is bizarre,
and it is not clear why it works from a mathematical point of view (there is probably a better
underlying theory that we don’t know yet), but it always does, so we will continue to use it.
Moreover, note that at higher loops the pole order 1/εk increases, so is even more divergent,
but since it is multiplied by a higher power of λ, we consider it as an even smaller term.
In fact, we treat quantum calculations order by order in λ, and at each order we make the
theory finite by renormalization, and calculate finite quantities without worrying that there
are worse infinities at higher orders, since we know those can be fixed as well.

Important concepts to remember

• The appearance of the arbitrary scale µ signals the quantum breaking of scale invari-
ance, and the independence on it will lead to renormalization group equations. It is a
characteristic of all regularizations.

• φ4 theory in d = 4 has one-loop infinities in Γ(2)(p) and Γ(4)(s, t, u), and φ3 theory in
d = 6 has one-loop infinities in Γ(2)(p) and Γ(3)(pi). Both theories are in the critical
dimension.

• These divergences are of the same type as the terms in the Lagrangean, so can be
absorbed in a redefinition of the parameters.

• To the orginal Lagrangean, we must add a counterterm Lagrangean, made up of the
divergent pieces. These gives new vertices, of a higher order in λ.

• When adding to the one-loop diagrams the tree level vertices of the counterterm La-
grangean of the same order in λ, the infinities cancel.

• L + Lc.t. defines the renormalized Lagrangean, written in terms of finite parameters
φ,m, λ.

• When reinterpreted as the classical bare Lagrangean, it is written in terms of infinite
bare quantities.

• The relation between bare and renormalized quantities is given by an infinite series of
poles in ε, multiplied by functions of λ. At one-loop, we only have a single pole.
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• Quantities divergent in ε, if multiplied by λ, are nevertheless considered small, and one
can expand in them.

Further reading: See chapters 5.4 and 5.5 in [5] and 10.2 in [3].
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Exercises, Lecture 4

1) Consider φ3 theory in D = 4. Write down the divergent diagrams and calculate the
divergences.

2) Write down the counterterms and renormalized Lagrangean for the above.
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5 Lecture 5. Renormalization conditions and the renor-

malization group.

Last lecture we saw that we need to remove infinities by renormalization, which means adding
(infinite) counter terms to the Lagrangean written in terms of φ,m, λ. The total Lagrangean,
the sum of the classical one and counterterm one, when written in terms of φ,m, λ, called
the renormalized quantities (finite), is the renormalized Lagrangean. Numerically it equals
the bare Lagrangean, which formally looks the same as the classical one, but is written in
terms of the bare quantities φ0,m0, λ0, which are infinite.

The relations between the bare and renormalized quantities are written as

λ0 = λ0(λ, µ, ε); m0 = m0(m,λ, ε); Z = Z(λ, ε). (5.1)

These can be understood as follows. We can consider λ0,m0, ε as fixed quantities, defining
the theory. Then we obtain λ = λ(µ), and through it, m = m(λ(µ)) = m(µ) and Z =
Z(λ(µ)) = Z(µ). Thus masses and couplings run with the scale µ. An alternative viewpoint
is obtained if we fix λ and µ, obtaining λ0 = λ0(ε), m0 = m0(ε) and Z = Z(ε).

The first viewpoint, where physical quantities depend on scale, will lead to the renor-
malization group equations, which are equations for the scaling behaviour of the n-point
functions.

From the fact that renormalization is a redefinition of parameters, we obtain the following
scaling for the connected n-point functions:

G(n)(p1, ..., pn;mλ, µ, ε) = Z
−n/2
φ G

(n)
0 (p1, ..., pn;m0, λ0, ε). (5.2)

Indeed, the connected n-point functions G(n) are obtained from the renormalized Lagrangean
with sources, Lren−J ·φ, obtaining the partition function Z[J ]; from it, the free energy W [J ],
and from it, the G(n)’s are obtained from derivation

G(n) = − δnW [J ]

δJ1...δJn
. (5.3)

But in order to have a well-defined action and partition function, we must have J ·φ = J0 ·φ0,
which means that we need to define the bare sources as (since φ0 =

√
Zφφ)

J0 = Z
−1/2
φ J. (5.4)

This, together with the fact explained above that Lren(φ) = L0(φ0), means that the total
action is invariant under the rescaling. The path integral measure however, transforms by

CZ =
∏
x∈Rd

Z
1/2
φ . (5.5)

Then CZZ[J ] = Z0[J0], and since Z = e−W , we get

W [J ] = W0[J0] + lnCZ , (5.6)
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and so

G(n) = − δnW [J ]

δJ1...δJn
= −Z−n/2φ

δn(W0[J0] + lnCZ)

δJ01..δJ0n

= Z
−n/2
φ G

(n)
0 . (5.7)

But we are actually more interested in 1PI n-point functions, relevant for the S-matrix.
They are generated by the effective action, which is the Legendre transform of the free energy,

Γ[φcl] = W [J ] + J · φcl

Γ0[φcl
0 ] = W0[J0] + J0 · φcl

0 . (5.8)

Here the classical field is the connected one-point function,

φcl = −δW [J ]

δJ

φcl
0 = −δW0[J0]

δJ0

, (5.9)

hence we have
φcl

0 = Z
1/2
φ φcl , (5.10)

which leads to a relation for Γ similar to the one for W ,

Γ0[φcl
0 ] = Γ[φcl]− lnCZ . (5.11)

In turn, for the 1PI n-point functions,

Γ(n) =
δnΓ

δφcl
1 ...δφ

cl
n

, (5.12)

we also get a relation between the bare and renormalized quantities,

Γ(n)(p1, ..., pn;m,λ, µ, ε) = Z
n/2
φ G

(n)
0 (p1, ..., pn;m0, λ0, ε). (5.13)

We note therefore, both for the case of G(n) and of Γ(n), the multiplicative nature of
renormalization, namely that the all physical quantities are renormalized by multiplying
them with the infinite factors.

Coming back to the issue we started this lecture with, the renormalized quantities λ,m, φ
depend on the scale µ, which is understood really as being related to making measurements
at a chosen scale. We will obtain that masses and couplings ”run” with the scale, i.e. we
have a scale dependence.

In order to do that, we need to fix λ0,m0, φ0 when ε → 0. This is usually done in the
UV, i.e. the infinite bare quantities are related to the UV of the theory. There is an issue of
whether a theory can be defined in the IR, like we would need to in the case of QED or λφ4

theory; it is believed that it cannot be done.
Subtraction schemes
In the process of renormalizing, we have subtracted only the divergences, i.e. the coeffi-

cient of the 1/ε terms (the pole). This is a choice, and it is called minimal subtraction scheme,
or MS scheme, but it is only a choice. We can also choose to subtract some finite parts also.
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For instance, the most popular scheme is a variation of MS called MS, which corresponds
to subtracting the infinity, but also factors of −γ + ln(4π), where γ is the Euler constant.
Indeed, we have seen that in all our example we always obtained ψ(n) + ln(4πµ2/m2), and
in the expression for ψ(n) it is useful to isolate −γ, i.e. ψ(n) = −γ + ..., so −γ + ln(4π)
appears naturally.

Normalization conditions
But we can also fix the parameters in a different way, that is however more physical. The

tree values for the effective action are given by the 1PI n-point functions

Γ
(2)
tree(p) = p2 +m2

Γ
(4)
tree(pi) = λ. (5.14)

1) But we can imagine defining that at p = 0, the 1PI functions take their tree values, i.e.
that

Γ(2)(p = 0) = m2;
d

dp2
Γ(2)(p2)

∣∣∣∣
p2=0

= 1

Γ(4)(pi = 0) = λ. (5.15)

2) The choice of p = 0 is nothing special, so we can in fact define that more generically, at
any scale µ̄ the 1PI n-point functions take their tree values,

Γ(2)(µ̄2) = µ̄2 +m2;
d

dp2
Γ(2)

∣∣∣∣
p2=µ̄2

= 1

Γ(4)(pi)
∣∣
pipj=µ̄2(δij−1/4)

= λ. (5.16)

The choice of pipj = µ̄2(δij − 1/4) was chosen such as to have the Mandelstam variables
s = t = u = µ̄2, but that is not even necessary, we can generalize further and require the
4-point function to be equal to its tree value at some different s, t, u related to µ̄ in another
way.

Here 1) and 2) are different normalization conditions, and they are a different way to fix
what we renormalize, but they should be in principle related (equivalent) to the renormal-
ization (subtraction) schemes above. However, when we try to translate, we will see that,
e.g., the MS scheme corresponds to some nontrivial normalization conditions.

Also, by the equivalence of the subtraction schemes (where different schemes would differ
by the subtraction of different finite parts) to the normalization conditions, it follows that
two renormalized theories differing just by different normalization conditions will differ by
finite counter terms. I.e., the difference in counter terms (subtracted terms) must be finite.

A final observation at this point is that it is only in the MS scheme that the coefficient
function ak(λ), bk(λ) and ck(λ) depend only on λ, in general will also depend on m/µ.

Renormalization group in MS scheme
We note that we can trade the arbitrary parameter µ we have introduced when renor-

malizing (in dimensional regularization, it came from the fact that the coupling outside the
critical dimension has a mass dimension) for the arbitrary subtraction point µ̄. I.e., the
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freedom in µ corresponds to the freedom in defining masses and couplings at some arbitrary
scale.

Then the equation for the dependence on the physical scale (like µ̄) at which we define
parameters, of observables like the 1PI Green’s functions, will be the renormalization group
equation.

φ4 in 4 dimensions
To find it, we start with the observation that in φ4 theory in d = 4, [λ4] = 0 and so

ω(D) = d− (d− 2)E/2−
∑

v[λv] becomes ω(D) = 4− E. Thus for an 1PI function with n
external lines, a finite diagram will give ω(D) = 4−n, with no necessity for renormalization,
leading to the scaling law

Γ
(n)
D (tpi; tm) = t4−nΓ

(n)
D (pi;m) , (5.17)

where we have scaled both momenta and masses by the same factor t, to obtain the classical
scaling dimension.

But since there are divergent diagrams, we need to regularize, introducing the arbitrary
scale µ (or the subtraction point µ̄). Then, for the full renormalized 1PI Green’s functions,
which include the counterterms, to maintain the relation as it is, we need to scale also µ, i.e.

Γ(n)(tpi; tm, tµ) = t4−nΓ(n)(pi;m,µ). (5.18)

By taking td/dt onto this equation, we obtain that Γ(n) satisfies

t
d

dt
Γ(n)(tpi; tm, tµ) = (4− n)Γ(n)(tpi; tm, tµ). (5.19)

We can rewrite this by absorbing the t multiplying m and µ and trading it for derivatives
with respect to m and µ, i.e.[

t
∂

∂t
+m

∂

∂m
+ µ

∂

∂µ
+ n− 4

]
Γ(n)(tpi;m,µ) = 0. (5.20)

We can now find another equation for Γ(n) as follows. Consider the fact that Γ0 is
independent of µ,

µ
d

dµ
Γ

(n)
0 (pi;m0, λ0, ε) = 0 , (5.21)

and express it in terms of Γ(n), as

µ
d

dµ

[
Z
−n/2
φ (λ, ε)Γ(n)(pi;λ,m, µ, ε)

]
= 0. (5.22)

Since as we discussed, we have the dependences

λ = λ(µ, ε;λ0,m0); m = m(λ(µ), ε); Zφ = Zφ(λ(µ), ε) , (5.23)

when acting on Γ(n)(pi, λ(µ),m(µ), µ, ε) with the µ derivative we have explicit and implicit
dependence, leading to

µ
d

dµ
= µ

∂

∂µ
+ µ

dλ

dµ

∂

∂λ
+ µ

dm

dµ

∂

∂m
. (5.24)
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We now define the beta function

β(λ, ε) ≡ µ
dλ

dµ

∣∣∣∣
m0,λ0,ε

, (5.25)

the anomalous field dimension

γd(λ, ε) ≡
µ

2Zφ

dZφ
dµ

∣∣∣∣
m0,λ0,ε

, (5.26)

and the anomalous mass dimension

γm(λ, ε) ≡ µ

m

dm

dµ

∣∣∣∣
m0,λ0,ε

. (5.27)

To understand the names, note that if we have β, γd, γm constants, then the above definitions
mean that

λ ∼ λ0 + β lnµ; Zφ ∼ Cµ2γd ⇒ φ0 ∼
√
Cµγdφ; m ∼ C̃µγm . (5.28)

The first means that β gives the slope of λ with lnµ, γd the power of µ in φ0, and γm the
power of µ in m, justifying the names.

Substituting this in (5.22), we obtain

Γ(n)µ
d

dµ
Z
−n/2
φ + Zφ

(
µ
∂

∂µ
+ β

∂

∂λ
+ γmm

∂

∂m

)
Γ(n) = 0⇒[

µ
∂

∂µ
+ β(λ)

∂

∂λ
+ γm(λ)m

∂

∂m
− nγd(λ)

]
Γ(n)(pi, λ,m, µ) = 0. (5.29)

Eliminating µ∂/∂µ between (5.20) and (5.29), we obtain[
−t ∂
∂t

+ β(λ)
∂

∂λ
+ (γm(λ)− 1)m

∂

∂m
− nγd(λ) + 4− n

]
Γ(n)(tpi, λ,m, µ) = 0 , (5.30)

which is called the renormalization group equation (RGE), for the case of the φ4 theory in 4
dimensions (for other theories, we have only the 4− n term changing to the classical scaling
dimension of the 1PI n-point function).

Note that this equation gives the behaviour under scaling of the 1PI n-point functions,
and is written only in terms of physical quantities, since we eliminated the µ dependence.

Solution. Its formal solution can be written as follows. Define λ(t) and m̄(t) such that
they satisfy the equations

t
∂

∂t
λ̄(t) = β(λ̄(t))

t
∂

∂t
m̄(t) = m̄(t)(γm(λ̄(t))− 1) (5.31)

with the boundary conditions

λ̄(t = 1) = λ; m̄(t = 1) = m. (5.32)
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Then the solution of the above will be λ̄ = λ̄(t, λ) and m̄ = m̄(t,m, λ). In turn, then the
formal solution to the RGE is

Γ(n)(tpi, λ,m;µ) = t4−n exp

[
−n
∫ t

1

ds

s
γd(λ̄(s))

]
Γ(n)(pi, λ̄(t), m̄(t);µ). (5.33)

We will not give the proof, but one can check that this solution satisfies the equation.
It would seem that we have solved the RGE, but of course that is only in principle, not

in practice. Note that in order to be able to write an explicit solution, we would need the
exact formulas for β(λ), γm(λ), γd(λ). We can of course plug in their values to some order in
perturbation theory, but we will not obtain exact solutions.

We can compare this to the naive scaling,

Γ(n)(tpi, λ,m;µ) = t4−nΓ(n)(pi, λ,m/t). (5.34)

On the other hand, if γm(λ̄(t)) and γd(λ̄(t)) are approximately constant as a function of
t, which can happen only if λ̄(t) is approximately constant, which in turn requires the
beta function to be zero, then we can easily integrate λ̄(t), m̄(t) to obtain λ̄(t) ' λ and
m̄(t) = m/t1−γm , as well as to integrate the exponent in the solution to the RGE as

exp

[
−n
∫ t

1

ds

s
γd(λ̄(s))

]
' t−nγd , (5.35)

such that finally the solution to the RGE is

Γ(n)(tpi, λ,m, µ) = t4−n(1+γd)Γ(n)
(
pi, λ,

m

t1−γm
, µ
)
. (5.36)

We see then (by comparing with the naive scaling above) that indeed, the γm acts as an
anomalous mass dimension (quantum correction for the scaling dimension of m with t) and
γd as anomalous field dimension (quantum correction for the scaling dimension of the field,
external to the 1PI n-point function, with t).

In general λ̄(t) is not constant (so λ(µ) is not constant), and we say that we have a
running coupling constant (a coupling constant that ”runs” with the energy scale), whose
running is defined by the beta function, β(λ) = µdλ/dµ|m0,λ0,ε. λ̄(t) is only approximately
constant near a so-called fixed point of the renormalization group (RG) λF , where β(λF ) = 0.

The running of the coupling with the energy scale means that the validity of perturbation
theory can depend on scale. For instance, for QCD we know that the theory is weakly coupled
in the UV, a phenomenon called asymptotic freedom, whereas it becomes strongly coupled
in the IR, a phenomenon called IR slavery. Therefore QCD is perturbative only in the UV.
On the other hand, for QED the situation is reversed: we have a weak coupling in the IR,
and the theory becomes strongly coupled in the UV. In fact, there is a Landau pole, namely
at some high but finite energy scale, the coupling becomes infinite in perturbation theory.
Therefore QED is perturbative only in the IR. For such theories (like QED, and φ4 theory
in d = 4 which behaves in a similar manner) it is not clear that we can consistently define
the theory.
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If there is a well-defined perturbation theory somewhere, we have a λ = 0 point, and
β(λ = 0) = 0 (the validity of perturbation theory means that there is a Taylor expansion for
β, given by Feynman diagrams, starting at one-loop). Then λ = 0 is a universal fixed point,
called the gaussian fixed point, since the action is free and the path integral is gaussian, at
that point.

Possible behaviours for β(λ).
We now analyze the most common possibilities for the behaviour of β(λ). We saw that

λ = 0 is the gaussian fixed point. Note that the solution to the equation t∂/∂tλ̄(t) = β(λ̄(t))
with boundary condition λ̄(t = 1) = λ is

t = exp

∫ λ̄

λ

dλ′

β(λ′)
. (5.37)

IV)

I)
F

II)

III)

F

Figure 16: Possible behaviours of β(λ).

I) Consider first the case when β(λ) starts out positive at λ = 0 and keeps increasing, as

in Fig.16I. If moreover it increases faster than λ, in (5.37), the integral
∫ λ̄

is convergent as
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λ̄→∞, and we have a Landau pole, λ̄→∞, at some large but finite t0,

t0 = exp

∫ ∞
1

dλ′

β(λ′)
, (5.38)

i.e. at some large but finite momentum. As we mentioned, QED is of this type.
The gaussian fixed point λ = 0 is an IR stable fixed point in this case, since for λ → 0

and λ̄→ λ→ 0,

exp

∫ λ̄→0

0

dλ′

β(λ′)
= exp

∫ λ̄→0

0

dλ′

|β′(0)|λ′
∼ exp[+|a| ln(0)]→ 0. (5.39)

We can also verify that if we start with a perturbation λ > 0, then µdλ/dµ = β(λ) > 0, so
decreasing µ implies that λ also decreases, towards λ = 0, i.e. when going to low momenta
we are driven towards λ = 0.

II) Then we can consider the case that β(λ) starts out positive at λ = 0, but turns around
and goes through zero, β = 0 at some λ = λF , as in Fig.16II. That means that near it we
have

β(λ) ' β′(λF )(λ− λF ) , (5.40)

and β′(λF ) < 0. In turn, that means that near λF , the exponent in (5.37) gives

exp

∫ λ̄→λF

λ

d(λ′ − λF )

β′(λF )(λ′ − λF )
→ +∞. (5.41)

That means that t → ∞ as λ → λF , i.e. for infinite momenta (infinite t) we have λ → λF .
In other words, λF is an UV stable fixed point. It is UV stable, since if we perturb λ > λF ,
µdλ/dµ = β(λ) < 0, so as one increases µ, λ decreases towards λF , while if we perturb
λ < λF , µdλ/dµ = β(λ) > 0, so as one increases µ, λ increases towards λF . Therefore either
way, as we increase µ we are driven towards λF .

On the other hand, in this case the gaussian fixed point λ = 0 is an IR stable fixed point,
exactly as in case I, for the same reason.

III) We can consider now the mirror image of case I, i.e. that β(λ) starts out negative
and keeps decreasing, and moreover that it decreases faster than −λ, as in Fig.16III. Then
in (5.37), the exponent behaves as

exp

∫ λ̄→0

λ

dλ′

β(λ′)
' exp

∫ λ̄→0

λ

dλ′

−|β(0)|λ′
= exp[−|a| ln(0)]→ +∞ (5.42)

Therefore as t→∞, λ̄(t)→ 0, i.e. the gaussian fixed point is an UV stable fixed point, and
we are driven towards it at high momenta. We can also verify this fact since β′(0) < 0, and
then as in case II for λF , when going at high momenta we are driven towards it, even when
we initially perturb away from it. This phenomenon, of λ = 0 being UV stable is called, as
we said, asymptotic freedom, and it is the behaviour QCD experiences.
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On the other hand, since β(λ) decreases faster than λ, for λ̄ → ∞, we obtain a Landau
pole, i.e. a finite value of t, since the integral is convergent at infinity,

t0 = exp

∫ λ̄→∞

λ

dλ′

β(λ′)
. (5.43)

Therefore we obtain a Landau pole (breakdown of perturbation theory at a finite energy
scale) in the IR. That is OK, since for QCD we know that perturbation theory breaks down
in the IR.

IV) Finally, we can consider the case mirror image to case II, namely when the beta
function starts out negative at λ = 0, but then turns around and becomes positive again at
some finite λ = λF , as in Fig.16IV. Then near λF we can write

β(λ) ' β′(λF )(λ− λF ) , (5.44)

where β′(λF ) > 0.
By the same argument as in case III, the gaussian fixed point λ = 0 is UV stable. On

the other hand, the fixed point λF is IR stable, since for λ̄→ λF ,

t = exp

∫ λ̄→λF d(λ′ − λF )

+|β′(λF )|(λ− λF )
∼ exp[+|a| ln(0)]→ 0. (5.45)

We can also verify that, since β′(λF ) > 0, the same argument as for the gaussian fixed point
in case I says that if we perturb away from λF , when going at small µ we are driven back
towards λF .

Perturbative beta function in dimensional regularization in MS scheme.
We now learn how to calculate the beta function in perturbation theory. We start with

the formula (valid for dimensional regularization in the MS scheme) relating λ0 and λ,

λ0 = µε

(
λ+

∑
k≥1

ak(λ)

εk

)
; (5.46)

Since β(λ, ε) = µd/∂µλ|m0,λ0,ε, we take d/dµ|λ0 on both sides of the equation above, and
obtain (after dividing by µε)

0 = ε

(
λ+

∑
k≥1

ak(λ)

εk

)
+ β(λ, ε)

(
1 +

∑
k≥1

a′k(λ)

εk

)
. (5.47)

Consider now the ansatz β(λ, ε) = −ελ+ β̃, and plug it in the above equation. We can verify
that then the O(ε) terms cancel in the equation, and the O(ε0) terms give

a1(λ) + β̃ − λa′1(λ) = 0 , (5.48)

which gives then
β(λ, ε) = −ελ− a1(λ) + λa′1(λ). (5.49)
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Taking the ε→ 0 limit, we obtain the beta function as

β(λ) ≡ lim
ε→0

µ
∂λ

∂µ
=

(
λ
d

dλ
− 1

)
a1(λ). (5.50)

This formula is exact to all orders in perturbation theory, and note that we only need to
know the coefficient of the single pole, not of any of the higher order poles. Of course, a1(λ)
receives corrections at each order in perturbation theory, so we can only calculate it to the
order we know a1(λ).

Now we can substitute β(λ, ε) = −ελ + β(λ) in the remaining equations, and at order
O(ε−k) we obtain the equation

ak+1(λ) + β(λ)a′k(λ)− λa′k+1(λ) = 0 , (5.51)

which leads to the recursion relation between the coefficients of poles(
λ
d

dλ
− 1

)
ak+1(λ) = β(λ)

d

dλ
ak(λ). (5.52)

That means that we can determine (in principle) all the ak(λ) in terms of a1(λ) only.
Examples.
φ4 theory in d = 4. We saw that one-loop, we obtained

a1(λ) =
3λ2

(4π)2
+ ... (5.53)

Then from (5.50), we get

β(λ) =
3λ2

(4π)2
+O(λ4). (5.54)

In turn, solving for λ̄(t), we obtain

λ̄(t) =
λ

1− 3λ
(4π)2 ln(t)

. (5.55)

Thus it is IR free and there is a Landau pole, just like in QED.
φ3 in d = 6. At one-loop, we had obtained

a1(λ) = −7

8

λ3

(4π)3
+ ... , (5.56)

leading to the one-loop beta function

β(λ) = −7

4

λ3

(4π)3
+O(λ4). (5.57)

This can then be solved for

λ̄2(t) =
λ2

1 + 7
4

λ2

(4π)3 ln(t2)
. (5.58)
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This is asymptotically free, just like QCD.
Perturbative calculation of γm and γd in dimensional regularization in the MS

scheme.
We can now repeat the same kind of calculation to find γm. Start with

m2
0 = m2

(
1 +

∑
k≥1

bk(λ)

εk

)
. (5.59)

Taking µd/dµ|m0,λ0,ε on both sides and dividing by m2, we obtain

0 = 2γm

(
1 +

∑
k≥1

bk(λ)

εk

)
+ β(λ, ε)

∑
k≥1

b′k(λ)

εk
. (5.60)

We then substitute β(λ, ε) = −ελ+β(λ). We can check then that we cannot have a nontrivial
γm(λ, ε) (a Taylor expansion in ε), so γm(λ, ε) = γm(λ). Substituting this as well, we obtain
from the equation at order O(ε0),

γm(λ, ε) = γm(λ) =
λ

2
b′1(λ) (5.61)

and substituting it back in the equation, from the order O(1/εk), the recursion relation

λb′k+1(λ) = β(λ)b′k(λ) + λb′1(λ)bk(λ). (5.62)

Therefore now from b1(λ) we can get both γm(λ), and all the higher order poles bk(λ).
For γd, we do a similar calculation. Starting with

Zφ = 1 +
∑
k≥1

ck(λ)

εk
, (5.63)

and taking µd/dµ|m0,λ0,ε on both sides, we obtain

2γd(λ, ε)

(
1 +

∑
k≥1

ck(λ)

εk

)
= (−ελ+ β(λ))

∑
k≥1

c′k(λ)

εk
. (5.64)

Again we can check that γd(λ, ε) cannot have a nontrivial Taylor expansion in ε, i.e. γd(λ, ε) =
γd(λ). Then from the O(ε0) order in the equation, we get

γd(λ) = −λ
2
c′1(λ) , (5.65)

and substituting it back in the equation, from the O(ε−k) order we get the recursion relations

λc′k+1(λ) = β(λ)c′k(λ) + λc′1(λ)ck(λ). (5.66)

Important concepts to remember
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• Because of the multiplicative nature of renormalization, the relation between the bare
and renormalized Green’s functions (connected and 1PI) is given by multiplication

with Zφ factors, specifically G(n) = Z
−n/2
φ G

(n)
0 and Γ(n) = Z

n/2
φ Γ

(n)
0 .

• We can think of either fixing the bare quantities λ0,m0, ε, by defining the theory
usually in the UV, and then we have λ(µ) and implicitly m(µ) and Z(µ), meaning
these physical quantities ”run” with the scale, or of fixing λ,m, φ and then λ0,m, φ are
functions of ε.

• Renormalization is defined by a subtraction scheme, defined by removing the divergent
parts by counter terms (minimal subtraction), perhaps together with some finite parts.
Or equivalently by a normalization condition, whereby we fix the 1PI n-point functions
to take their tree level values at some energy scale µ̄ (for n ≥ 2, we need to specify
also the relation of the various momenta with the scale µ̄).

• Two renormalized theories which differ just by normalization conditions differ by finite
counter terms.

• One can trade the arbitrary parameter µ with the arbitrary subtraction point µ̄.

• The renormalization group equation is the equation for the variation of the renormal-
ized 1PI n-point function under scaling, written only in terms of physical quantities
(with the explicit dependence on µ solved for).

• The beta function gives the slope of scaling of λ with lnµ, the anomalous mass dimen-
sion γm the power of µ in m, and the anomalous field dimension the power of µ in φ0.
The anomalous dimensions give corresponding quantum corrections to the scaling of
fields and masses in the full 1PI n-point functions.

• γm and γd are only approximately constant near a fixed point λF of the beta function,
β(λF ) = 0. If the perturbation theory is well defined, λ = 0 is an universal fixed point,
the gaussian fixed point.

• QED and φ4 in d = 4 are perturbative in the IR and has a Landau pole in the UV,
QCD and φ3 in d = 6 are asymptotically free (perturbative in the UV) and have a pole
in the IR.

• β(λ), as well as ak(λ), are given completely in terms of a1(λ), the coefficient of the
single pole in the coupling divergences. γm(λ), as well as bk(λ), are given completely
in terms of b1(λ), and γd(λ), as well as ck(λ), are given completely in terms of c1(λ).

Further reading: See chapters 5.6 and 5.7 in [5].
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Exercises, Lecture 5

1) Calculate the beta function for φ3 theory in d = 4 (use the results from the lecture 4’s
exercises).

2) Use a1(λ), b1(λ) and c1(λ) for φ4 in d = 4 and φ3 in d = 6 from class to calculate
explicitly γm(λ), γd(λ), a2, b2, c2 at one-loop. Then substitute in the RG equation for the
divergent n-point functions in these respective theories. Write the explicit RG equation and
its explicit solution at one-loop.
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6 Lecture 6. One-loop renormalizability in QED.

In this lecture we will show the renormalizability of QED at one-loop by doing explicitly the
renormalization.

We start by remembering the QED Feynman rules.
In Euclidean space, we had:
-Photon propagator between µ and ν,

G(0)
µν (k) =

1

k2

(
δµν − (1− α)

kµkν
k2

)
, (6.1)

-Fermion (electron) propagator between α and β,

S
(0)
F (p) =

1

ip/+m
=

(−ip/+m)αβ
p2 +m2

, (6.2)

-Electron positron photon vertex, between α, β and µ,

+ie(γµ)αβ. (6.3)

In Minkowski space, we had:
-Photon propagator between µ and ν,

G(0)
µν (k) =

−i
k2 − iε

(
gµν − (1− α)

kµkν
k2

)
, (6.4)

-Fermion (electron) propagator between α and β,

S
(0)
F (p) =

−i(−ip/+m)αβ
p2 +m2 − iε

=
−(p/+ im)αβ
p2 +m2 + iε

, (6.5)

-Electron positron photon vertex, between α, β and µ,

+e(γµ)αβ. (6.6)

We also remember that we have the Ward-Takahashi identity for the vertex,

pµΓµαβ(p; q2, q1) = e(S−1
F (q2)αβ − S−1

F (q1)αβ). (6.7)

and the similar one for the n-photon case,

kµ1

(1)Γ
(n)
µ1...µn

(k(1), ..., k(n)) = 0. (6.8)

Here of course, we can contract with any of the n momenta of the vertex. These identities
are a consequence of gauge invariance.

In particular, for n = 2 we obtain the transversality condition for the polarization,
kµΠµν(k) = 0, which leads to the fact that

Πµν(k) = (k2δµν − kµkν)Π(k2). (6.9)
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But we now note that this means that we reduce the degree of the divergence by 2, since the
superficial degree of divergence ω(D) was given by the scaling dimension of the Feynman
integral, but the result of the integral is constrained to have the above form, which reduces
its actual (effective) degree of divergence by 2 units of mass dimension, ωeff.(D) = ω(D)− 2.

In general, for the n-photon vertex Γ(n), we see that, because we have n conditions on
it, given by contraction with each external momentum, the superficial degree of divergence
will be reduced by n powers of the momenta, i.e. ωeff.(D) = ω(D)− n, and since for Γ(n) we
have ω(D) = 4− n in 4 dimensions, we have ωeff(D) = 4− 2n.

We now consider a more general analysis of the superficial degree of divergence. For
the case of scalar theories, we had ω(D) = dL − 2I, since there were L loop integrals in d
dimensions, and I propagators of 1/(p2 +m2) for the scalars. We see that the same formula
is still valid for a purely bosonic theory, with all bosons having actions with 2 derivatives,
i.e. propagators with dimension −2, ∼ 1/p2. But when we have fermions, the fermion
propagators have dimension −1, here being 1/(ip/ + m), and therefore their contribution to
ω(D) is −If , for a total of

ω(D) = dL− 2Iph − If , (6.10)

where Iph is the number of photon internal lines and If is the number of fermion internal
lines.

For the scalar case, we also had the formula
∑

n nVn = 2I + E, since at an n-vertex we
have the endpoint of n lines, but each internal line has 2 endpoints, whereas each external
line has only one. In the case of QED, we have only one vertex, on which end two fermions
and a photon, therefore n = 2 from the point of view of the fermions, and n = 1 from the
point of view of the photons, giving

2Iph + Eph = V ; 2If + Ef = 2V. (6.11)

We also had the relation L = I − V + 1, since the number of loops was given by the
number of integration variables, one for each internal line, minus the number of delta function
constraints, one for each vertex, except for the overall momentum conservation delta function.
Now this still applies, with I = Iph + If , so L = Iph + If − V + 1. Finally, eliminating L, Iph
and If between the 4 relations we wrote, we obtain for the superficial degree of divergence
of QED in 4 dimensions

ω(D) = 4− Eph −
3

2
Ef . (6.12)

For Γ(n), we had called Eph by n before.
Then we see that a priori we have the following divergent Green’s functions. We can have

only photons, in which case Eph = 1, 2, 3, 4 are superficially divergent, or only fermions, in
which case Ef = 1, 2 are superficially divegent, or both fermions and photons, with Ef = 1, 2
and Eph = 1, or Ef = 1 and Eph = 2. But first, we note that we cannot have an odd number
of fermions, since each fermion line must be uninterrupted (cannot just end in a vertex), so
the Ef = 1 cases are out. Then for the pure photon case, at one-loop we have no nonzero
Eph = 1 or Eph = 3 diagrams, whereas the Eph = 4 case has an effective degree of divegence
of ωeff(D) = −4, so is actually convergent.
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We are therefore left with only 3 divergences, in Eph = 2 (photon polarization), in Ef = 2
(fermion self-energy), and in Ef = 2, Eph = 1 (vertex function). We will treat these cases
separately.

Dimensional regularization of gamma matrices.
Before that, we remember some gamma matrix identities which were derived in dimension

D, and are still valid in D = 4−ε dimensions, since the index µ on γµ has now D components
(but the γµ matrix is still 4× 4),

γµγ
µ = D 1l

γνγµγ
ν = (2−D)γµ

γνγµ1γµ2γ
ν = 4δµ1µ2 1l + (D − 4)γµ1γµ2

γνγµ1γµ2γµ3γ
ν = −2γµ3γµ2γµ3 + (2−D)(δµ1µ2γµ3 + δµ2µ3γµ1 − δµ1µ3γµ2). (6.13)

On the other hand, we still have

Tr[γµγν ] = 4δµν
Tr[γµγνγργσ] = 4(δµνδρσ − δµρδνσ + δµσδνρ). (6.14)

pp

k+p

k

Figure 17: One loop photon polarization diagram.

1) Photon polarization Πµν(p).
We consider the case of an off-shell momentum p (i.e., p2 6= 0) for the photon. The

diagram is a fermion loop with two external photon lines coming from it, as in Fig.17. The
fermion momenta are k and k + p, the photon momenta are p, and the external photon
indices are µ and ν. Then the value for the Feynman diagram is

Πµν(p) = (−1)

∫
dDk

(2π)D
Tr

[
(iẽγµ)

(−ik/+m)

k2 +m2
(iẽγν)

−i(k/+ p/) +m

(k + p)2 +m2

]
= ẽ2

∫
dDk

(2π)D
Tr[γµ(−ik/+m)γν(−i(k/+ p/) +m)]

(k2 +m2)((k + p)2 +m2)
. (6.15)

Here the (−1) is because of the fermion loop, and ẽ = eµε/2 is the coupling in D = 4 − ε
dimensions.

67



Using the Feynman trick for the 2 propagators ∆1 = k2 + m2 and ∆2 = (k + p)2 + m2

and shifting the momenta as kµ = qµ − αpµ,

1

∆1∆2

=

∫ 1

0

1

[q2 +m2 + α(1− α)p2]2
, (6.16)

we get

Πµν(p) = e2µε
∫ 1

0

dα

∫
dDq

(2π)D
Tr[γµ(−i(q/− αp/) +m)γν(−i(q/+ (1− α)p/) +m)]

[q2 +m2 + α(1− α)p2]2
. (6.17)

Rememebering that the trace of an odd number of gamma matrices is zero, the trace in the
numerator becomes

Tr[] = −Tr[γµ(q/− αp/)γν(q/+ (1− α)p/)] +m2 Tr[γµγν ]. (6.18)

By Lorentz invariance, we know that∫
dDqqµf(q2) = 0 , (6.19)

since there is no Lorentz covariant constant object with only one index. That means that
the integrals of the terms in the trace with a single q/ are zero, so

Tr[]→ −Tr[γµq/γνq/] + α(1− α) Tr[γµp/γνp/] + 4m2δµν . (6.20)

Using (6.14), we see that
Tr[γµq/γνq/] = 4(2qµqν − δµνq2) , (6.21)

and a similar relation with p.
The integrals appearing are∫

dDq

(2π)D
1

[q2 + α(1− α)p2 +m2]2
=

Γ
(
2− D

2

)
(4π)

D
2 [α(1− α)p2 +m2]2−

D
2

, (6.22)

where we have used the general result (3.30) for m2 → m2 + α(1 − α)p2, and the integral
with qαqβ, which by Lorentz invariance should be rewritten as an integral of δαβq

2/D, giving∫
dDq

(2π)D
qαqβ

[q2 + α(1− α)p2 +m2]2
=
δαβ
D

∫
dDq

(2π)D
q2

[q2 + α(1− α)p2 +m2]2

=
δαβ
D

∫
dDq

(2π)D
1

[q2 + α(1− α)p2 +m2]
− δαβ

D
(α(1− α)p2 +m2)

∫
dDq

(2π)D
1

[q2 + α(1− α)p2 +m2]2

=
δαβ
D

Γ
(
1− D

2

)
(4π)

D
2

1

[α(1− α)p2 +m2]1−
D
2

− δαβ
D

Γ
(
2− D

2

)
(4π)

D
2

1

[α(1− α)p2 +m2]1−
D
2

= − δαβ

(D − 2)(4π)
D
2

Γ
(
2− D

2

)
[α(1− α)p2 +m2]1−

D
2

, (6.23)
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where we have used Γ(1−D/2) = Γ(2−D/2)/(1−D/2). Also appearing is the integral of
q2, for which we just remove the factor of δαβ/D from the above integral.

Putting all the factors together, we obtain

Πµν(p) = 4e2µε
∫ 1

0

dα

[
− 2δµν

(D − 2)(4π)
D
2

Γ
(
2− D

2

)
[α(1− α)p2 +m2]1−

D
2

+2α(1− α)pµpν
Γ
(
2− D

2

)
(4π)

D
2 [α(1− α)p2 +m2]2−

D
2

+
Dδµν

(D − 2)(4π)
D
2

Γ
(
2− D

2

)
[α(1− α)p2 +m2]1−

D
2

− α(1− α)p2δµν×

×
Γ
(
2− D

2

)
(4π)

D
2 [α(1− α)p2 +m2]2−

D
2

+m2δµν
Γ
(
2− D

2

)
(4π)

D
2 [α(1− α)p2 +m2]2−

D
2

]
.(6.24)

We can simplify it by taking a common denominator [α(1−α)p2+m2]2−
D
2 , and then cancelling

terms that appear to finally obtain, replacing D = 4− ε,

Πµν(p) =
4e2

(4π)2
(4πµ2)

ε
2 Γ
( ε

2

)
2(pµpν − p2δµν)

∫ 1

0

dα
α(1− α)

[α(1− α)p2 +m2]
ε
2

. (6.25)

Expanding in epsilon (using Γ(ε/2) = 2/ε− γ), we find

Πµν(p) = −(δµνp
2−pµpν)

8e2

(4π)2

(
2

ε
− γ
)[

1

6
− ε

2

∫ 1

0

dα α(1− α) ln

(
α(1− α)p2 +m2

4πµ2

)]
+O(ε) ,

(6.26)

where we have used
∫ 1

0
dα α(1 − α) = 1/6 and we have put the expansion of the factor

(4πµ2)ε/2 together with the expansion of the power law in
∫
dα. Note that the result is

indeed written as (δµνp
2 − pµpν)Π(p2), as it should.

The counter term corresponds to the divergent part of Πµν(p), and since δµνp
2 − pµpν

corresponds to −(δµν∂
2 − ∂µ∂ν), the kinetic operator coming from 1/4(∂µAν − ∂νAµ)2, the

counter term is

δL(1)
A = − e2

12π2

2

ε

1

4
(∂µAν − ∂νAµ)2 ≡ 1

4
(Z3 − 1)(∂µAν − ∂νAµ)2 , (6.27)

leading to the wave function renormalization factor

Z3 = 1− e2

6π2ε
. (6.28)

2. Fermion self-energy Σ(p).
It is the term appearing in the inverse propagator,

S−1
F = ip/+m+ Σ(p). (6.29)

The one-loop diagram for it is given by a fermion line between indices β and α, interrupted
by a photon propagator starting and ending on it, starting at index µ and ending at index
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k

p pp−k

Figure 18: One loop fermion self-energy diagram.

ν, with momentum k, as in Fig.18. The fermion has external momentum p, and inside the
loop has momentum p− k. The result of the Feynman diagram is

Σ(p) =

∫
dDk

(2π)D

[
iẽγµ

1

i(p/− k/) +m

δµν
k2
iẽγν

]
αβ

= −e2µε
∫

dDk

(2π)D
[γµ(−i(p/− k/) + im)γµ]αβ

k2((p− k)2 +m2)
.

(6.30)
Note that the fermion propagator is gauge dependent, which means that it is not observable
(it is not physical). Here that is obscured, since we have used the Feynman gauge α = 1,
but the result differs in other gauges.

Again we use the Feynman trick for two propagators,

1

k2((p− k)2 +m2)
=

∫ 1

0

dα
1

[(1− α)∆1 + α∆2]2
=

1

[q2 + αm2 + α(1− α)p2]2
, (6.31)

where we have shifted kµ = qµ + αpµ.
Using also γµγ

µ = D and γµp/γ
µ = (2 − D)p/ and the integral (6.22) (and again that∫

dDqqµf(q2) = 0), we obtain

Σ(p)αβ = −e2µε
∫ 1

0

∫
dDq

(2π)D
[−iγµ((1− α)p/− q/)γµ +mγµγ

µ]αβ
[q2 + α(1− α)p2 + αm2]2

=
e2µεΓ

(
ε
2

)
(4π)2− ε

2

∫ 1

0

dα
[(2− ε)(1− α)(−ip/)− (4− ε)m]αβ

[α(1− α)p2 + αm2]ε/2
. (6.32)

Expanding in ε, we obtain

Σ(p)αβ =
e2

(4π)2

(
2

ε
− γ
)[

(−ip/)
(

1− ε

2

)
− (4− ε)m

− ε
2

∫ 1

0

dα[2(1− α)(−ip/)− 4m] ln
α(1− α)p2 + αm2

4πµ2

]
+O(ε). (6.33)

Here again we have put the expansion of (4πµ2)ε/2 in the ln, so that we form the ratio
m2/(4πµ2), as before.
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The divergent part of the fermion self-energy is finally

Σ(p)αβ =
e2

(4π)2

2

ε
(−ip/− 4m). (6.34)

There is a term with ip/ = ∂/ and a mass term, which means that we need to add a counterterm
to ψ̄∂/ψ and one to mψ̄ψ,

δL(1)
ψ = − e2

(4π)2

2

ε
ψ̄∂/ψ − e2

(4π)2

8

ε
mψ̄ψ. (6.35)

Defining the wave function renormalization of the fermions,

ψ0 =
√
Z2ψ; ψ̄0 =

√
Z2ψ̄ , (6.36)

from the identification of the first counterterm as (Z2 − 1)ψ̄∂/ψ, we obtain

Z2 = 1− e2

(4π)2

2

ε
. (6.37)

Then defining the renormalization of the fermion mass as

m0 =
Zm
Z2

m , (6.38)

we obtain

Zm = 1− e2

(4π)2

8

ε
. (6.39)

2

p pk

k+p
k+p

q

1 2

1

Figure 19: One loop fermions-photon vertex diagram.

3. Fermions-photon vertex Γµαβ.
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We finally consider the one-loop correction to the fermion-fermion-photon vertex Γ
(1)
µαβ(q; p1, p2).

We consider the correction to the vertex given by a photon line connecting the two fermion
lines, as in Fig.19. The external photon has index µ and (outgoing) momentum q, the ex-
ternal fermion lines have index β and (incoming) momentum p1 and index α and (outgoing)
momentum p2, the internal photon line runs between ν ′ on p1 and ν on p2, modifying the
fermion momenta to p1 + k and p2 + k on the internal lines.

The result of the Feynman diagram is

Γ
(1)
µαβ(q; p1, p2) =

∫
dDk

(2π)D
δνν′

k2

[
iẽγν

1

+i(p/2 + k/) +m
iẽγµ

1

i(p/1 + k/) +m
iẽγν′

]
αβ

= −ie3µ3ε/2

∫
dDk

(2π)D
(γν [−i(p/2 + k/) +m]γµ[−i(p/1 + k/+m)]γν)αβ

k2[(p2 + k)2 +m2][(p1 + k)2 +m2]
.(6.40)

We use the Feynman parametrization for the three propagators in the denominator, giving

1

k2[(p2 + k)2 +m2][(p1 + k)2 +m2]

=

∫ 1

0

dα1

∫ 1−α1

0

dα2
1

([(p1 + k)2 +m2]α1 + [(p2 + k)2 +m2]α2 + k2(1− α1 − α2))3

=

∫ 1

0

dα1

∫ 1−α1

0

dα2
1

(q2 +m2(α1 + α2) + α1p2
1 + α2p2

2 − (α1p1 + α2p2)2)
3

≡
∫ 1

0

dα1

∫ 1−α1

0

dα2
1

(q2 + F (α1, α2, p1, p2,m))3 , (6.41)

where we have eliminated
∫
dα3δ(1 − α1 − α2 − α3) and also used it to set the maximum

value for α2 at 1− α1, and we have defined the function F to simplify notation.
Finally, the one-loop correction to the vertex is

Γ
(1)
µαβ(q; p1, p2) = −ie3ε3ε/2

∫ 1

0

dα1

∫ 1−α1

0

dα2

∫
dDq

(2π)D
×

×
{γν [−iq/− i(1− α2)p/2 + iα1p/1 +m]γµ[−iq/− i(1− α1)p1 + iα2p/2 +m]γν}αβ

(q2 + F )3
.

(6.42)

We note that, because of Lorentz invariance, the terms linear in q/ give zero by integration,
so we are left with terms quadratic in q in the numerator, generating a term that we will
call Γ

(1,a)
µαβ , and a term with no q in the numerator, generating a term that we will call Γ

(1,b)
µαβ .

Obviously Γ(1b) will be convergent (finite), since it is
∫
d4q/(q2 + F )3. On the other hand,

Γ
(1a)
µαβ is UV divergent, since it is d4qq2/(q2 + F )3. But it is also IR divergent, as we will see

later in the course.
We concentrate on Γ(1a), since we are interested only in the divergence. It is given by

Γ
(1a)
µαβ = +ie3µ3ε/2

∫ 1

0

dα1

∫ 1−α1

0

dα2

∫
dDq

(2π)D
{γνq/γµq/γν}αβ

(q2 + F )3
. (6.43)
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But from the relations (6.13), we find that

γνq/γµq/γ
ν = −2q/γµq/− (D − 4)q/γµq/ = (2−D)q/γµq/. (6.44)

But because
∫
dDqqαqβf(q2) =

∫
dDqq2δαβ/Df(q2), we can replace the above with

(2−D)

D
q2γαγµγ

α =
(2−D)2

D
q2γµ. (6.45)

Then we obtain

Γ
(1a)
µαβ = +ie3µ3ε/2 (2−D)2

D
(γµ)αβ

∫ 1

0

dα1

∫ 1−α1

0

dα2

∫
dDq

(2π)D
q2

(q2 + F )3

= +ie3µ3ε/2 (2−D)2

D
(γµ)αβ

∫ 1

0

dα1

∫ 1−α1

0

dα2

[
Γ
(
2− D

2

)
(4π)

D
2

(F 2)
D
2
−2 − F 2 Γ

(
3− D

2

)
(4π)

D
2

(F 2)
D
2
−3

]
.

(6.46)

We see that the divergence comes from the first term in the square brackets, replacing
Γ
(
2− D

2

)
= 2/ε+ ..., and so we can put D = 4 in the rest of the integral, obtaining

Γ
(1a)
µαβ,div. = +ie3(γµ)αβ

∫ 1

0

dα1

∫ 1−α1

0

dα2
1

(4π)2

2

ε
= +ie(γµ)αβ

e2

(4π)2ε
. (6.47)

That means that the counter term is

δL(1) =

[
− e2

(4π)2

1

ε

]
(−iψ̄A/ψ) , (6.48)

and we can identify the coefficient in the square brackets as Z1− 1, the wavefunction renor-
malization of A, defining A0 = Z1/Z2A. Then we get

Z1 = 1− e2

(4π)2

1

ε
. (6.49)

But I think the correction should have been twice as large, however I could not get the
factor of 2.

We finally note that all the one-loop divergence were of the form of terms in the La-
grangeans, so could be removed by renormalization and counterterms. Hence QED is one-
loop renormalizable.

Important concepts to remember

• In QED, due to the Ward-Takahashi (generalized) identities, the effective degree of
divergence of the n-photon vertex, Γ(n) is reduced by n to ωeff(D) = 4− 2n.

• The superficial degree of divergence in the presence of fermions is ω(D) = dL−2Ibos−If ,
and for QED we obtain ω(D) = 4− Eph − 3Ef/2.
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• The divergent one-loop graphs in QED are in Πµν(p), Σ(p)αβ and Γµαβ.

• The one-loop divegences in QED can be removed by adding counterterms and renor-
malizing, since they have the same form as the terms in the Lagrangean.

Further reading: See chapters 6.4 in [5] and 10.3 in [3].
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Exercises, Lecture 6

1) Consider Γ
(1)
αβ from class. Calculate the general {}αβ matrix element. Calculate also

the finite part of Γ
(1a)
αβ in the absence of IR divergences.

2) Calculate the one-loop anomalous dimensions γm, γd for ψ, and write the explicity RG
equation and its explicit solution for the one-loop Σ(1)(p)αβ.
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7 Lecture 7. Physical applications of one-loop results

1. Vacuum polarization.

In this lecture, we will consider finally the first physical application of the quantum correc-
tions arising from one-loop results and renormalization. But first, let us understand in a
more systematic way the renormalization of QED.

Systematics of QED renormalization.
We have seen 3 renormalization factors,

A0 =
√
Z3A; ψ0 =

√
Z2ψ; m0 =

Zm
Z2

m , (7.1)

and a vertex renormalization with Z1, of the ψ̄A/ψ term.
The renormalized Lagrangean is then written as

Lren. =
Z3

4
F 2
µν + Z2ψ̄∂/ψ + Zmψ̄ψ

+
1

2α
(∂µAµ)2 + Z1(−ieψ̄A/ψ) , (7.2)

where on the first line we have the renormalizations following from the 3 factors computed
last lecture. On the second line, we have a renormalization of the gauge fixing term, con-
sidering it has no independent renormalization factor, but which, through the wave function
renormalization of Aµ, implies still a renormalization

α0 = Z3α , (7.3)

and a renormalization of the vertex function,

e0 =
Z1

Z2

√
Z3

e , (7.4)

defined such that the overall factor is simply Z1.
But we first note that, at least at one-loop, we have

Zone−loop
1 = Zone−loop

2 . (7.5)

In fact, this is the result of the Ward-Takahashi identity,

pµΓµαβ(p; q1, q2) = e(S−1
F αβ(q2)− S−1

F αβ(q1)) , (7.6)

since the left hand side is related to the ψ̄A/ψ vertex factor Z1, and the right hand side to
the propagator term ψ̄∂/ψ with factor Z2 (in the propagator there could be a momentum-
independent contribution, related to Zm, the coefficient of the mass term, but it cancels
between the two S−1

F ’s of different momentum). Now the above relation actually implies
only the result for the divergent parts, Z1,div. = Z2,div., but since we are in the MS scheme,
this is the whole factor. Then the result is actually exact to all loops,

Z1 = Z2. (7.7)
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This then implies for the vertex function,

e0 =
e√
Z3

, (7.8)

which to one-loop gives

e0 = eµε/2
(

1 +
e2

24π2

2

ε
+O(e3)

)
. (7.9)

In turn, this gives for the beta function

µ
∂

∂µ
e ≡ β(e) =

e3

12π2
+O(e5). (7.10)

This is solved by

ē2(t) =
e2

0

1− e20
12π2 ln t2

, (7.11)

where e0 = e(µ0). That means that there is a Landau pole. Since e2
0/4π ' 1/137 at about

the eV scale (the scale of the H atom energy levels), we obtain a Landau pole at about

e
12π2

e20 ∼ e1370eV .
Vacuum polarization.
Inside a nontrivial medium, the effective action is written in terms of the electric and

magnetic fields as

Seff.( ~E, ~B) =
1

2

∫
dt

∫
d3x

[
ε ~E2 −

~B2

µ

]
, (7.12)

and the speed of light inside the medium is

cmedium =
1
√
εµ
. (7.13)

The Coulomb potential associated with a static pointlike charge e is

eACoulomb
µ (~x) =

e2

4πε|~x|
δµ0. (7.14)

The dielectric function ε is in general a function, and not a constant, and is usually defined
in momentum space, as the ratio of the electric induction ~D and the electric field ~E,

ε(ω,~k) ≡
~D(ω,~k)

~E(ω,~k)
. (7.15)

Then really, the Coulomb potential in momentum space for a static source (ω = 0) is

eACoulomb
µ (~k, t) =

e2

~k2ε(0, k)
δµ0. (7.16)
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Now consider the same situation in vacuum, but with nontrivial quantum corrections,
i.e. with nontrivial vacuum polarization. We can again formally consider it as a nontrivial
”medium” with ε, µ 6= 1, but unlike a real medium, now the velocity of light must be exactly
equal to 1, which means

ε(ω,~k)µ(ω,~k) = 1. (7.17)

The quantum effective action starts at quadratic order,

Γ(Acl
µ ) =

1

2

∫
Γ(2)
µνA

cl
µA

cl
ν +O((Acl

ρ )3) , (7.18)

where the quadratic part is written as the inverse propagator, which equals the free inverse
propagator plus the vacuum polarization,

Γ(2)
µν = G−1

µν = G(0)−1
µν + Πµν , (7.19)

so that more precisely, (writing the vacuum polarization in terms of Π(k2))

Γ(2)[Acl
µ ] =

1

2

∫
d4k

(2π)4
Acl
µ (−k)G−1

µν (k)Acl
ν (k)

G−1
µν = (k2δµν − kµkν)(1 + Π(k2)) +

kµkν
α

. (7.20)

It would seem like there is some gauge depence in this effective action, due to the term
with the gauge parameter α, but really there isn’t, since if the classical current source is
conserved, i.e. ∂µJµ, in momentum space pµJµ(p) = 0, then

kµJµ(k) = kµ
δΓ

δAcl
µ

=
1

α
k2kµA

cl
µ , (7.21)

which in turn means that the extra term in Γ(2) vanishes, so that

Γ(2)[Acl
µ ] =

1

2

∫
d4k

(2π)4
(1 + Π(k2))Aµ(−k)(k2δµν − kµkν)Acl

ν (k). (7.22)

We now must Wick rotate it to Minkowski space in order to be able to extract physical
information, by

δµν → gµν
Aµ(−k)(k2gµν − kµkν)Aν(k) = Ei(−k)Ei(k)−Bi(−k)Bi(k). (7.23)

Finally, the quantum corrected effective action in Minkowski space is

Γ(2)[Acl
µ ] =

1

2

∫
dk0

2π

∫
d3k

(2π)3
(1 + Π(k2))(| ~E(k0, ~k)|2 − | ~B(k0, ~k)|2). (7.24)

From it, we can extract ε and µ for the vacuum,

ε(k2) =
1

µ(k2)
= 1 + Π(k2). (7.25)
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Keeping only the quadratic part of Γ, and remembering that Jµ = δΓ/δAcl
µ , we obtain

Jµ ' G−1
µνA

cl
ν , (7.26)

so that

Acl
µ ' GµνJν(k) =

Jµ
k2(1 + Π(k2))

, (7.27)

where we have used the explicit form of G−1
µν , and in inverting it, we have considered the fact

that Jνk
µkν = 0.

The Coulomb potential of a static pointlike source of

Jµ(~x, t) = eδ(3)(~x)δµ0 ⇒ Jµ(k) = 2πeδ(k0)δµ0 , (7.28)

for Π that depends on k2 = ~k2 only, is

eAcl
0 (~k, k0) ' e2

~k2(1 + Π(~k2))
2πδ(k0) , (7.29)

leading to the effective coupling

e2
eff =

e2

1 + Π(~k2)
. (7.30)

Note that we have naturally e2
eff(~k2), but since |~k| ∼ 1/r, we can think of this as e2

eff(r).
Then in the extreme IR, we have

e2
eff(r →∞) =

e2

1 + Π(0)
. (7.31)

This relation is interpreted physically as screening of the electric charge of the pointlike
source. Indeed, we see that the effectice charge is smaller than the free one. Therefore we can
interpret this in the same way as interpret the screening of charge in a polarizable medium.
The charge is effectively screened, since dipoles (charge pairs) orient themselves such as to
screen the outside charge (opposite charge closer to the source). The difference is of course
that in a material, it is only a local effect; globally, because of charge conservation, we have
the same charge. But here, the charge is intepreted as a continuous coupling, and it can be
made smaller (screened) by the interaction with the (polarizable) vacuum.

We also note that, since we are dealing with QED, which as we argued, is defined only
in the IR, it makes sense to define the physical (observed) value of the coupling in the
extreme IR, at r →∞. Defining thus eeeff(r →∞) = e2, we have the (natural) normalization
condition for renormalization

Π(0) = 0. (7.32)

Remembering that the finite part of the vacuum polarization at one-loop was given by

Π(k2) = − e2

2π2

[
ψ(1)

6
+

∫ 1

0

dαα(1− α) ln

[
k2α(1− α) +m2 − iε

4πµ2

]]
, (7.33)
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but switching now from the MS scheme to the Π(0) = 0 normalization condition, i.e. drop-
ping the nonzero terms at k = 0 in the above, we obtain

Π(k2) = − e2

2π2

∫ 1

0

dαα(1− α) ln
k2α(1− α) +m2 − iε

m2
. (7.34)

It is left as an exercise to prove that, if −k2 ≤ 4m2, the above integral for k2 = −~k2 reduces
to

Π(~k2) = − e2

12π2
~k2

∫ ∞
4m2

dq2

q2

1

q2 + ~k2

(
1 +

2m2

q2

)√
1− 4m2

q2
. (7.35)

Since we are at small Π(~k2) (it is of O(e2)), 1/(1 + Π) ' 1− Π, so

Acl
0 (k0, ~k) ' e

~k2
(1− Π(~k2))2πδ(k0)⇒

A0(t, ~x) = e

∫
d3k

(2π)3

e−i
~k~x

~k2

(
1 +

e2

12π2
~k2

∫ ∞
4m2

dq2

q2

1

q2 + ~k2

(
1 +

2m2

q2

)√
1− 4m2

q2

)
.(7.36)

Using ∫
d3k

(2π)3

e−i
~k·~x

~k2
=

1

4πr
;

∫
d3k

(2π)3

e−i
~k·~x

q2 + ~k2
=
e−qr

4πr
(7.37)

in the two terms above, and defining u2 = q2/4m2, we get

Acl
0 (~x, t) =

e

4πr

(
1 +

e2

6π2

∫ ∞
1

du

u2
e−2mru

(
1 +

1

2u2

)√
u2 − 1

)
. (7.38)

We consider the extreme limits of this formula. At large distances, mr � 1, we get

Acl
0 (t, ~x) ' e

4πr

(
1 +

e2

16

e−2mr

(πmr)3/2
+ ...

)
, (7.39)

whereas at small distances, mr � 1, we get

Acl
0 (t, ~x) ' e

4πr

(
1 +

e2

12π2
ln

1

(mr)2
+ constant + ...

)
(7.40)

In the large distance formula we just notice again the fact mentioned previously, that this
is consistent with screening, since we obtain e0 > e. In the small distance formula however,
we also notice another thing, namely that the effective charge diverges in the extreme UV,
at mr → 0. Therefore, the screening with respect to the UV is infinite: we have an infinite
effective charge at r = 0, but it is screened down to a finite value in the IR. This is consistent
with the picture of renormalization we have advocated: have infinite quantities in the UV,
which can be renormalize down to finite ones in the IR.

Pair creation rate
In the previous, we have considered the case of −k2 ≤ 4m2, but now we can also consider

the opposite case, of −k2 ≥ 4m2. In this case, k0 ≥ 2m, so we have sufficient energy to create
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an electron-positron pair from the vacuum. The vacuum to vacuum transition amplitude in
the presence of an external source J is the partition function Z (= e−W in Euclidean space),
written in terms of the effective action (W = Γ + J · Acl) in Minkowski space as

J〈0|0〉J ≡ Z[J ] = eiΓ[Acl
µ ]+iJ ·Acl

. (7.41)

If Γ has an imaginary part, we can have an absolute value different than one, |Z|2 = e−2Im[Γ],
which is interpreted as vacuum decay, i.e. the probability of the vacuum to go to itself is not
1 anymore, and the difference is due, as we explained, to pair creation,

R = 1− |J〈0|0〉J |2 = 1− e−2Im[Γ] ' 2Im[Γ[Acl
µ ] +O(e4). (7.42)

It remains of course to show that exactly when −k2 ≥ 4m2, i.e. when we can create
pairs, we do create them, i.e. Γ(2) has an imaginary part. We will see this through explicit
calculation. In the formula (7.34) the log can give us an imaginary part. Indeed, if the
argument of the log is negative, we will have a term log(−1) = −iπ added. Since k2 ≤
−4m2 ≤ 0, this will happen if α(1− α) +m2/k2 is positive, therefore we obtain

ImΠ(k2) =
e2

2π

∫ 1

0

dαα(1− α)θ

(
α(1− α) +

m2

k2

)
, (7.43)

where θ is the Heaviside function. Its roots are at

α(1− α) = −m
2

k2
⇒ α1,2 =

1±
√

1 + 4m2

k2

2
. (7.44)

and the positivity condition of the Heaviside function for the inverted parabola is at α1 ≤
α ≤ α2. We see then that the condition for this to be nonzero is indeed the condition we
advocated, 1 + 4m2/k2 ≥ 0, i.e. −k2 ≥ 4m2. Then the integral is∫ α2

α1

dαα(1− α) =

(
α2

2
− α3

3

)∣∣∣∣α2

α1

=
1

4

√
1 +

4m2

k2

(
2

3
− m2

3k2

)
. (7.45)

Finally we obtain for the imaginary part of the vacuum polarization

ImΠ(k2) =
e2

12π

√
1 +

4m2

k2

(
1− m2

2k2

)
θ

(
1 +

4m2

k2

)
. (7.46)

Here the condition of reality of ImΠ would have been enough to show −k2 ≥ 4m2, but we
have put it explicitly with the Heaviside function for completeness.

The imaginary part of the effective action is

ImΓ(2)[Acl
µ ] =

1

2

∫
d4k

(2π)4
ImΠ(k2)(| ~E2(k0, ~k)|2 − | ~B2(k0, ~k)|2) , (7.47)

and the pair creation rate is R = 2ImΓ(2).
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We observe that pair creation from the vacuum is a purely electric effect, since if k2 ≤
−4m2 < 0, it means we can choose a center of mass reference frame where ~k = 0, and then
the magnetic field ~B = −i~k× ~A(k) = 0. Another way of seeing this is that the pair creation

rate is positive, so only the electric field contributes, with +| ~E|2, whereas the magnetic field,

with −| ~B|2, doesn’t.

Important concepts to remember

• The renormalization of the α parameter matches the one of the wave function of A,
α0 = Z3α, whereas from the Ward-Takahashi identity, Z1 = Z2, exact to all loop
orders, which means that e0 = e/

√
Z3.

• The vacuum is considered like a medium with nontrivial ε(k0, ~k) and µ(k0, ~k), just that
because of relativistic invariance, signals propagate at c = 1 = 1/

√
εµ, meaning that

εµ = 1.

• We obtain ε = 1/µ = 1+Π(k2), and a screening of electric charge, e2
eff = e2/(1+Π(k2)).

• We can choose a normalization condition such that Π(0) = 0, identifying e2
eff(r →∞)

with e2. Then at r → 0, we obtain a divergence in eeff , meaning we have an infinite
screening from the UV to the IR.

• An imaginary part of Π(k2) leads to vacuum decay through pair creation, happening
when −k2 ≥ 4m2, which is a purely electric effect (pair creation in an electric field).

Further reading: See chapter 6.5.1 in [5].
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Exercises, Lecture 7

1) Prove the result assumed in the lecture, that if −k2 ≤ 4m2,

Π(k2) = − e2

2π2

∫ 1

0

dαα(1− α) ln
k2α(1− α) +m2 − iε

m2

= − e2

12π2
~k2

∫ ∞
4m2

dq2

q2

1

q2 + ~k2

(
1 +

2m2

q2

)√
1− 4m2

q2
. (7.48)

2) Calculate the e+e− pair creation rate for ~B = 0 and an electric field

| ~E(k)| = E0 = constant , (7.49)

as well as for an electric field

| ~E(k)| = δ(3)(~k)θ(k0 − 2M) , (7.50)

where M > m.
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8 Lecture 8. Physical applications of one-loop results

2. Anomalous magnetic moment and Lamb shift.

In this lecture we continue with the physical applications of one-loop results, describing two
classic tests of radiative corrections in QED.

Anomalous magnetic moment.
The first one is related to the anomalous magnetic moment of the electron.
Classically, a particle of electric charge q, with orbital angular momentum ~L, has a

magnetic moment of

~µ =
q

2m
~L. (8.1)

But quantum mechanically, for the electron of charge e, the spin ~S also has a contribution
to the magnetic moment,

~µclass =
e

m
~S = g

( e

2m

)
~S , (8.2)

where the Landé g-factor is classically (i.e., in nonrelativistic quantum mechanics)

gspin,classical = 2. (8.3)

But in QED one obtains quantum corrections,

g = 2
(

1 +
α

2π
+ ...

)
= 2(1 + 0.001159652359...) , (8.4)

where we have written the numerical expression appearing from including O(α3) corrections
and more, and the 12 digits written are all verified experimentally to be correct. This is one
of the most impressive tests of QED, and we will derive here the first order term (α/π).

Consider the relativistic Dirac equation,

(D/ +m)ψ = 0⇒ (−D/ +m)(D/ +m)ψ = 0. (8.5)

But since [Dµ, Dν ] = −ieFµν , [γµ, γν ] = 2γµν ≡ −2iσµν ,

D/ D/ = DµDνγ
µγν = DµDν

1

2
([γµ, γν ]+{γµ, γν}) = D2− iD[µDν]σ

µν = D2− e
2
σµνFµν . (8.6)

Then the equation for ψ is (
−D2 +m2 +

e

2
σµνFµν

)
ψ = 0. (8.7)

Thus we have an extra term +e/2σµνFµν , and since Fij = εijkBk and iσij = i[σi, σj]/2 =
−εijkσk,

e

2
σµνFµν = −e~σ · ~B = −2e~S · ~B. (8.8)

But this is a term ∆E2 in E2 (since −D2 contains +∂2
t = −E2), so the difference in energy

is

∆E ' ∆E2

2E
' ∆E2

2m
= − e

m
~S · ~B = −~µ · ~B = −g e

2m
~S · ~B. (8.9)
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The way to obtain g → g+ ∆g from the Lagrangean would be to add a term to the classical
Lagrangean, to obtain

L = −ψ̄(D/ +m)ψ +
∆g

4

e

2m
ψ̄(σµνFµν)ψ. (8.10)

Indeed, such a term would add to the Dirac equation

−∆g

4

e

2m
σµνFµνψ = +∆g

e

2m
~S · ~Bψ = ∆~µ · ~Bψ → ∆Eψ. (8.11)

We will therefore search for such a term in the Lagrangean, generated by radiative (quan-
tum loop) corrections, i.e. as an one-loop effective action correction.

But we saw that

Γµ,αβ(p1, p2; q) = Γ
(0)
µαβ + Γ

(1)
µαβ(p1, p2; q); Γ

(1)
µαβ = Γ

(1a)
µαβ + Γ

(1b)
µαβ , (8.12)

and we saw that Γ(1a) was proportional to γµ (and was UV divergent), so we calculate the
term

ψ̄(p2)Γ(1b)
µ ψ(p1) (8.13)

on-shell, i.e. when

p2
1 = −m2; p2

2 = −m2; 0 = q2 = (p1 − p2)2 ⇒ p1 · p2 = −m2

(ip/1 +m)ψ(p1) = 0; (ip/2 +m)ψ(p2) = 0. (8.14)

But we calculated

Γ
(1b)
µαβ(p1, p2) = −i e3

(4π)2

∫ 1

0

dα1

∫ 1−α1

0

dα2×

×
(γν [−i((1− α2)p/2 − α1p/1) +m]γµ[−i((1− α1)p/1 − α2p/2) +m]γν)αβ

F
, (8.15)

where

F = α1(1− α1)p2
1 + α2(1− α2)p2

2 − 2α1α2p1 · p2 +m2(α1 + α2)
= m2[−α1(1− α1)− α2(1− α2)− 2α1α2 + α1 + α2]
= −m2(α1 + α2)2; (8.16)

Then one finds (it is left as an exercise to prove it)

ψ̄(p2)Γ(1b)
µ (p1, p2)ψ(p1) = −i e3

(4π)2

∫ 1

0

dα1

∫ 1−α1

0

dα2×

×ψ̄(p2)
[m2γµ((α1 + α2)2 − 2(1− α1 − α2)) + 8imqνσµν(α1 − α2(α1 + α2))]

F
ψ(p1).(8.17)

But we are interested only in the σµν term, leading to

ψ̄(p2)Γ(1)(p1, p2)ψ(p1)
∣∣
σµν

=
e3

2mπ2
ψ̄(p2)σµνq

νψ(p1)

∫ 1

0

dα1

∫ 1−α1

0

dα2
α1 − α2(α1 + α2)

(α1 + α2)2
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=
e3

16mπ2
ψ̄(p2)σµνq

νψ(p1). (8.18)

The term in the effective action has the above multiplied by Aµ, giving

e2

8π2

( e

2m

)
ψ̄(p2)σµνqνAµ(q)ψ(p1) , (8.19)

but we have Fµν = 2q[µAν], so

∆g

4
=

e2

16π2
⇒ ∆g =

e2

4π
= 2

α

2π
. (8.20)

Then,

g = 2
(

1 +
α

2π
+ ...

)
, (8.21)

like advertised.
Lamb shift
We now move on to the Lamb shift, which was the calculation that finally convinced

people of the reality of QFT radiative (loop) corrections. Indeed, this was the first example
of a calculation that could not be obtained in any other way, but only through QED loops.

The Lamb shift is the lifting of the degeneracy of the 2S1/2 and 2P1/2 energy levels of the
H atom.

We will only show the steps leading to the calculation of the Lamb shift, since the loop
corrections themselves are difficult, and require the treatment of IR divergences, which will
be dealt with later.

Step 1.
We start with the nonrelativistic Schrödinger equation analysis of the H atom, the first

success of quantum mechanics. The equation[
− ∆

2m
+ V (r)

]
ψ = Eψ (8.22)

becomes [
− 1

2m

(
∂2

∂r2
+

2

r

∂

∂r
− l(l + 1)

r2

)
− α

r

]
ψn,l(r) = En,lψn,l(r). (8.23)

Here α = e2/4π as usual, and the mass is the reduced mass of the nucleus-elctron system,

1

m
=

1

me

+
1

mN

' 1

me

. (8.24)

Then the energy levels of the H atom are

En,l = −mα
2

2n2
, (8.25)

so are independent of l = 0, 1, ..., n− 1, as well as of mz = −l, ..., l, giving a degeneracy of

n−1∑
l=0

(2l + 1) = n2 , (8.26)
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and the energy is given by the Rydberg constant

R =
mα2

2
= 13.6eV. (8.27)

Step 2.
Next, we move on to the analysis of the Dirac equation.
As we saw, −(D/ −m)(D/ +m)ψ = 0 gives(

−D2 +m2 − e

2
σµνFµν

)
ψ = 0. (8.28)

We consider the Coulomb potential of a static charge,

eA0 = −α
r
⇒ eEi = −αr̂i

r2
. (8.29)

Then, since

σi0 =
[γi, γ0]

2i
= i

(
σi 0
0 −σi

)
, (8.30)

we obtain
e

2
σµνFµν = eσi0Fi0 = ∓iασir̂i

r2
. (8.31)

With a stationary ansatz for the wave function in spherical coordinates,

ψ(xi, t) = eiEtψ±(r, θ, φ) , (8.32)

and using

D2 = (∂µ − ieA0δ
0
µ)(∂µ − ieA0δµ0 ) = −∂2

t + ∆− e2A2
0 + 2ieA0∂0 , (8.33)

and considering that ∂0 = +iE on the ansatz, giving 2Eα/r for the last term, we get the
equation[

−
(
∂2

∂r2
+

2

r

∂

∂r

)
+
~L2 − α2 ± iασir̂i

r2
− 2αE

r
− (E2 −m2)

]
ψ± = 0. (8.34)

Here ~L2 = l(l+ 1) on the wavefunction, and with ~J = ~L+ ~S = ~L+~σ/2, [H, ~J ] = 0 = [~L2, ~J ],

we have also ~J2 = j(j + 1), with Jz = m and l = j ± 1/2.

Then we can prove that ~L2 − α2 ± iασir̂i has eigenvalues λ(λ+ 1), where

λ± = j ± 1

2
− δj

δj = j +
1

2
−

√(
j +

1

2

)2

− α2. (8.35)
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Then we note that the resulting equation is formally the same as the Schrödinger equation,
just with the replacements

~L2 → ~L2 − α2 ± iασir̂i
l(l + 1) → λ(λ+ 1)

α → α
E

m

E → E2 −m2

2m
, (8.36)

and we also note that, because the resulting equation is an eigenvalue problem, the condition
of n− l to be an integer is replaced by the condition of n− λ = n− l + δj to be an integer

(where n =
√
R/E), effectively replacing the integer n with n − δj in the solution to the

eigenvalue problem.
Finally, we obtain the energy quantization

E2
nj −m2

2m
= −mα

2

2

E2
nj

m2

1

(n− δj)2
, (8.37)

which can be solved to give

Enj =
m√

1 + α2

(n−δj)2

= m− mα2

2n
− mα4

n3(2j + 1)
+

3

8

mα4

n4
+O(α6). (8.38)

We see that the first term is the rest mass, the second is the quantum mechanics result, and
the third and forth are new, with the third lifting the degeneracy over j, i.e. giving a fine
structure.

With the usual notation of energy levels nlj, the degeneracy split between the 2P3/2 and
the 2P1/2 levels is now

E(2P3/2)− E(2P1/2) ' mα4

32
= 4.5× 10−5eV = 10.9GHz. (8.39)

But the degneracy of over l = j ± 1/2 at fixed j is not lifted, so at this point E(2S1/2) =
E(2P1/2).

We need to include other effects now:
-the nucleus has a finite size, it is not a point.
-the proton recoils, since it has a finite mass, so m ' me has to be corrected.
-the proton has a magnetic moment, and so it interacts with the electron spin, giving

∆E = − e

2m
σ

(e)
i B , (8.40)

where B is the magnetic field of the proton. This gives the hyperfine splitting,

∆Eh.f.(S) = 5.9× 10−6eV = 1.4GHz. (8.41)

All these 3 effects can be treated semiclassically, but do not account for the observations.
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When taken into account, there is still a Lamb shift of

E(2S1/2)− E(2P1/2) ' 1057MHz. (8.42)

This comes entirely from radiative corrections. The point is that the interaction vertex
of the photon with two fermions changes

eγµA
µ → (eγµ + Γ(1)

µ + ΠµνG
νλγλ)A

µ. (8.43)

The first term gives the classical interaction with the Coulomb potential ACoulomb
µ . The

relevant diagrams are in Fig.20.
1. The Πµν term, the loop correction to the photon propagator connecting the vertex

with the Coulomb source, was partly computed before, and gives a contribution of −27MHz.
2. The Γ

(1)
µ term contains the σµνq

ν piece partly computed for the anomalous magnetic
moment (though one needs to take care of the IR divergences), which gives a contribution
of +68MHz, and

3. The γµ piece, whose finite part we have not computed completely. This is difficult,
since it contains IR divergences, that need to be dealt with. It gives the largest contribution,
of 1010MHz.

In total these 3 contributions sum up to 1051 MHz, but by considering higher orders in
α, one can go to 1057.864 ± 0.014MHz, in perfect agreement with the experimental Lamb
shift.

cA
c

A A
c

Figure 20: Contributions to the potential energy: Coulomb part; Πµν part; Γµ part.

Important concepts to remember

• The corrections to the anomalous magnetic moment of the electron, specifically to
g − 2, arise from ψ̄σµνFµνψ terms in the quantum effective action.

• The finite vertex correction Γ
(1b)
µ gives such a contribution, of ∆g = α/π.
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• The Lamb shift is the lifting of the degeneracy of the energy levels 2S1/2 and 2P1/2 of
the H atom.

• In nonrelativistic quantum mechanics, the energy depends only on n, but not on j or
l, E = −mα2/2n2.

• In relativistic quantum mechanics, i.e. the Dirac equation, the degeneracy over j is
lifted at order α4.

• The degeneracy over l is lifted only in through radiative corrections in QED.

• The Lamb shift is due to a photon propagator correction, Πµν , and a vertex correction
Γµ, splitting into a σµνq

ν piece and the γµ piece, giving the leading contribution.

Further reading: See chapter 6.5.3 in [5].
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Exercises, Lecture 8

1) Fill in the omitted steps in the calculation of ψ̄(p2)Γ
(1b)
µ ψ(p1).

2) Write down an integral expression using the Feynman rules for the 3 contributions to
the Lamb shift, do the gamma matrix algebra, and isolate the γµ and σµνq

ν pieces of the Γµ
diagram.
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9 Lecture 9. Two-loop example and multiloop gener-

alization

In this lecture, we will see how to renormalize a theory beyond one-loop, by first discussing
the systematics, and then giving the example of the 2-loop 4-point function in φ4 theory in
4 dimensions.

When renormalizing beyond the leading (one-loop) order, we have:
1) Divergent subdiagrams from the divergent one-loop (or, in general, (n − 1)-loop)

diagrams. They are cancelled by adding diagrams with an insertion of the corresponding
one-loop (or, in general, (n− 1)-loop) counterterm vertices.

2) Intrinsically divergent 2-loop (or, in general, n-loop) diagrams. They are cancelled
by adding new n-loop counterterm contributions, i.e. a 2-loop (or n-loop) correction to the
counterterm Lagrangean.

+

Figure 21: Two Loop independent subdiagram cancelled by a diagram with a one-loop
counterterm.

But the first type admits a further subdivision, into:
1a) independent subdiagrams. For example, in QED we can have a fermion loop insertion

on a photon line in the diagram, cancelled by the same diagram with the fermion loop
substituted with the one-loop counterterm vertex. These divergences are polynomials in q2

(though they can be logarithmic in the cut-off), which means that when Fourier transforming
to x space, these divergences will be local (the Fourier transform of a power is a power, but
the Fourier transform of a log, which is an infinite power series, is an infinite power series,
i.e. nonlocal).

1b) nested, or overlapping divergences. In this case, two divergent loops share a propa-
gator, and we will see that they correspond to nonlocal divergences (non-polynomials in q2).
For instance, in φ4 theory we can have the ”setting Sun” diagram for the propagator, with
2 vertices connected by 3 propagators, and for the same vertices coming out the 2 external
lines, as in Fig.22. Or the diagram for the 4-point function, the same as for the setting Sun,
but with one more vertex with two external lines on one of the 3 propagators. In both these
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OR

Figure 22: Two Loop Nested divergent diagrams in φ4 theory.

OR

Figure 23: Two Loop Nested divergent diagrams in QED. The photon polarization diagram
can be viewed as coming from a vertex correction.

cases, the divergent one-loop subdiagram is one with 2 propagators between two vertices,
and two more external legs from each vertex. One of the propagators of the one-loop sub-
diagrams is common. In QED, we can have the fermion propagator 2-loop diagram with
a photon line starting off on the fermion line and returning to it, and another photon line
starting in between the endpoints of the first, and ending further on the fermion line, as in
Fig.23. Or we can have a two-loop diagram for the photon propagator, with a fermion loop
on the photon line, and another photon vertical line (with endpoints on both sides of the
external line vertex).

Consider this last QED diagram. Its divergence includes the one-loop divergence of
the photon-fermions vertex, which is of the type (−ieγµ)(α log Λ2), where the first bracket
isolates the classical vertex, and the second involves factors from the quantum correction.
Then, when inserted inside a fermion loop correction to the photon propagator (giving in total
the 2-loop diagram we are describing), the classical vertex is replaced with this quantum-
corrected vertex. Since the fermion loop correction is of the type α(gµνq2 − qµqν)Π(q2), and
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Π(q2) ∼ log Λ2 + log q2, we have in total,

∼ α(gµνq2 − qµqν)(log Λ2 + log q2)α log Λ2. (9.1)

That means that there is a part,

α[log q2α log Λ2] , (9.2)

which is divergent in Λ but nonpolynomial in q2, since it comes from the divergent part of one
divergence, times the finite part of the other divergence, which is non-polynomial in q2 (there
is no problem in having a non-polynomial for the finite, observable, part; the problem is for
the divergent part, since all the terms in the action are local, i.e. polynomial in q2, yet we
need to remove this divergence by renormalization). This divergence is therefore non-local
in x space, but it can be cancelled by adding loop diagrams with the 1-loop counterterm
vertices, namely two one-loop fermion corrections to the photon propagator, with either one
of the vertices replaced by the one-loop counterterm vertex, as in Fig.24.

Figure 24: Two Loop level counterterm diagrams: one loop diagrams with the one-loop
counterterm vertex in it.

There is of course still a part α2(log Λ2)2, which however is local, so can be cancelled
by the addition of a new, 2-loop, contribution to the local counterterm Lagrangean (local
2-loop counterterm vertex).

This procedure generalizes in an obvious manner to all loops.
It is a nontrivial fact that in this way, we can cancel all the divergences in the theory with

a finite number of local counterterms (though each term with a coefficient being an infinite
series expansion in loops, i.e. in powers of the coupling), if the theory is renormalizable.
There is a theorem proving this fact, that any superficially divergent theory is rendered
finite by the above prescription for counterterms, called the BPHZ theory, after the authors
Bogoliubov and Parasiuk; Hepp; and Zimmermann.

2-loop in φ4 in 4 dimensions
We consider the 2-loop contributions to the 4-point function of φ4 theory in 4 dimensions,

and show that we can remove all the divergence by renormalization according to the above
prescription.

There are 16 diagrams corresponding to this order, 15 of which can be split into 3 groups,
according to the channel, s, t and u, as in Fig.25. In the s channel, the first diagram is a
”chain” made up of two one-loop ”rings”, and with two external lines from a vertex at each
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2−loop

S:
+ +

+ +

T:
+ +

+
+

U: + +

+
+

+

Figure 25: Two Loop diagrams in φ4 theory, organized according to the s, t, u channel
diagrams, plus the 2-loop counterterm vertex diagram.

end. The second is the diagram already described, the setting Sun with an extra vertex with
2 external lines on one of the propagators, coming down. The third is the up-down mirror
of the first. Finally, we have the one-loop diagram (with two up and two down external
lines, each pair from a vertex) with one normal vertex and one vertex being the one-loop
counterterm vertex. Then there are the t and u channel version of the same 5 diagrams,
which can be obtained by crossing (that exchanges s, t, u). The last diagram is of course
the 2-loop counterterm vertex, which contains s, t and u pieces.

Therefore to fully renormalize the 4-point vertex at 2-loops, we need only consider the 5
s channel diagrams, and the s piece of the 2-loop counterterm vertex, as in Fig.26, and the
rest will be trivially obtained by crossing.

One-loop. Let us first remember the one-loop renormalization. There is a unique s
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S

2−loop

+ +
+ +

+

Figure 26: Two Loop independent diagrams in φ4 theory. The other can be related by
crossing. The 2-loop counterterm vertex diagram contains only the s piece.

channel diagram, with momentum p = p1 + p2 coming in. The result for the diagram is

λ̃2

2
I2(p2) =

λ̃2

2

∫
dDq

(2π)D
1

q2 +m2

1

(q + p)2 +m2
=
λ̃2

2

Γ
(
2− D

2

)
(4π)

D
2

∫ 1

0

dα[α(1− α)p2 +m2]
D
2
−2.

(9.3)
We consider the normalization conditions

Γ(2)(p2) = [p2 +m2]−1; Γ(4)(s, t, u) = −λ (9.4)

at s = 4m2; t = u = 0, where s = −(p1 +p2)2, etc. Then we immediately obtain the one-loop
counterterm vertex as

V (1) = − λ̃
2

2
[I2(4m2) + 2I2(0)] , (9.5)

which splits into an s piece,

V (1)
s = − λ̃

2

2
I2(4m2) , (9.6)

and an (t+ u)-piece,

V
(1)
t+u = − λ̃

2

2
2I2(0). (9.7)

Then, we can finally split the 6 independent s-channel diagrams into 3 groups, as in
Fig.27,

I) the diagram of a chain of 2 one-loop rings, plus the one loop diagrams with one of the

vertices replaced by the s part of the one-loop counterterm vertex, V
(1)
s .

II) the setting Sun with extra vertex down diagram, plus the one-loop diagram with

normal vertex down, and t+ u part of the one-loop counterterm vertex, V
(1)
t+u, up.

III) the same diagrams as at II, but with up and down interchanged (mirror symmetric).
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T+U

+I:

+

+

II:

III:

+

S

S

T+U

Figure 27: Two Loop independent diagrams in φ4 theory divided into 3 groups. The diagrams
with the one-loop counterterm vertices have been split into the s pieces and the t+u pieces.

Then the momentum-dependent part of the divergence cancels separately in I, II and III.
We also see that we only need to calculate what happens in I and II, since III is obtained
from II.

I) we start with the ”chain” diagram of two one-loop rings, the first one in group I, which
can be split into two independent one-loop diagrams, each with momentum p coming into
it, so the result of the diagram is

− λ̃
3

4
[I2(p2)]2. (9.8)

Note that the only nontrivial part is the vertex counting, which is (−λ̃)3 (one vertex is
common to the two one-loop rings), the integral (as well as the symmetry factor of 1/2 for
each ring) comes from the one-loop diagrams.

Both diagrams with a V
(1)
s insertion (up or down), i.e. the second and third diagrams in

group I, equal a V
(1)
s factor, times a vertex (−λ̃), times the one-loop integral I2(p2), times
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the 1/2 for the symmetry factor, for a total of

− λ̃
2
I2(p2)

(
− λ̃

2

2

)
I2(4m2) =

λ̃3

4
I2(p2)I2(4m2). (9.9)

The sum of the diagrams in I is therefore

− λ̃
3

4
[(I2(p2))2 − 2I2(p2)I2(4m2)] = − λ̃

3

4

(
[I2(p2)− I2(4m2)]2 − [I2(4m2)]2

)
, (9.10)

and the first term is finite, because it is the same finite term appearing in the one-loop
renormalization,

I2(p2)− I2(4m2) =
2

ε

1

(4π)2

(
− ε

2

)∫ 1

0

dα ln

[
m2 + α(1− α)p2

m2 + α(1− α)4m2

]
. (9.11)

Note that the divergence is constant, so cancelled between the two terms, and also the
ψ(1) = −γ term has cancelled. In the two-loop formula, we have the square of the above,
for a total of

λ̃3

4

[
1

16π2

∫ 1

0

dα ln[...]

]2

. (9.12)

Therefore in I, we have cancelled a product of two independent divergences, and we are
left with only a constant divergence,

+
λ̃3

4
[I2(4m2)]2 ∝

[
Γ

(
2− D

2

)]2

∝
(

2

ε

)2

, (9.13)

which is a double pole in ε. This term is cancelled by adding a 2-loop counterterm, with
vertex

− λ̃
3

4
[I2(4m2)]2. (9.14)

Some observations are in order. The first one is that at higher loops we will see higher
order poles in ε, as seen here. But in all cases, at least the highest order will be a momentum-
independent constant. The second observation related the functional form of the finite part.
Note that at p2 →∞,

I2(p2)− I2(4m2) ∼ log
p2

m2
, (9.15)

whereas at two-loops, because of the above, we can ignore the finite contribution of I2(4m2)
with respect to I2(p2), and write that the 2-loop ”chain” of two rings gives

∼ λ̃3

4
[I2(p2)]2 ∝

(
log

p2

m2

)2

. (9.16)

It is then easy to see that this generalizes to an arbitrary n-loop, where the ”chain” diagram,
with n one-loop rings, as in Fig.28, will give a result

∝ λn+1

(
log

p2

m2

)n
. (9.17)
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n−loops

...

Figure 28: n-loop ”chain” diagram.

II) We move on to the second set of diagrams, starting with the proper 2-loop diagram
in Fig.29. Consider momenta p1, p2 at the classical vertex (down), connected to two internal
lines of momenta k (loop momentum) and k+p (where as above, p = p1 +p2), and the other
external momenta being p3 (for the vertex connected to the k propagator) and p4. Then we
can isolate on top a one-loop diagram with total incoming momentum k+p3, inserted inside
an up-down one-loop diagram with total momentum p = p1 + p2 coming in. The symmetry
factor of the diagram is 2, giving for the amplitude

M = − λ̃
3

2

∫
dDk

(2π)D
1

k2 +m2

1

(k + p)2 +m2
I2((k + p3)2). (9.18)

4

p
p

k k+p

p
p

1
2

3

k+p
3

Figure 29: Two Loop Setting Sun diagram.

Replacing the two propagators with a Feynman parametrization integral over β, and
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writing the result of I2 as a Feynman parametrization integral over α, we obtain

M = − λ̃
3

2

Γ
(
2− D

2

)
(4π)

D
2

∫ 1

0

dα

∫ 1

0

dβ
dDk

(2π)d
1

[k2 + 2βk · p+ βp2 +m2]2
1

[α(1− α)(k + p3)2 +m2]2−
D
2

(9.19)
where the first denominator is β∆2 + (1 − β)∆1. But now, since the second denominator
has a non-integer power, we cannot use the usual Feynman parametrization, but rather we
must use the formula

1

AαBβ
=

∫ 1

0

dw
wα−1(1− w)β−1

[wA+ (1− w)B]α+β

Γ(α + β)

Γ(α)Γ(β)
, (9.20)

where the gamma factors together make the inverse of the beta function, [B(α, β)]−1.
The proof of this formula goes as follows. Consider the change of variables

z ≡ wA

wA+ (1− w)B
⇒ 1− z =

(1− w)B

wA+ (1− w)B

⇒ dz =
ABdw

[wA+ (1− w)B]2
. (9.21)

Then∫ 1

0

dw
wα−1(1− w)β−1

[wA+ (1− w)B]α+β
=

1

AαBβ

∫ 1

0

dz zα−1(1− z)β−1 =
1

AαBβ
B(α, β). (9.22)

q.e.d.
Then applying it for the case of our diagram (with α = 2−D/2 and β = 2), we obtain

M = − λ̃
3

2

Γ
(
2− D

2

)
(4π)

D
2

Γ
(
4− D

2

)
Γ(2)Γ

(
2− D

2

) ∫ 1

0

dα

∫ 1

0

dβ

∫ 1

0

dw

∫
×

× dDk

(2π)D
w1−D

2 (1− w)

(w[α(1− α)(k + p3)2 +m2] + (1− w)[k2 + 2k · p+ βp2 +m2])4−D
2

.(9.23)

The factor raised to 4−D/2 in the denominator is rewritten as

m2 + k2[1− w + wα(1− α)] + 2k · [(1− w)βp+ wα(1− α)p3] + p2
3wα(1− α) + p2β(1− w)

≡ m2 + k′2[1− w + wα(1− α)] + P 2 , (9.24)

where

k′ = k +
(1− w)βp+ wα(1− α)p3

1− w + wα(1− α)
, (9.25)

and

P 2 = p2
3wα(1− α) + p2β(1− w)−

(
(1− w)βp+ wα(1− α)p3

1− w + wα(1− α)

)2

. (9.26)

For future reference, we note that

P 2(w → 0) = p2β − β2p2 = β(1− β)p2. (9.27)
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We now can do the integral over
∫
dDk =

∫
dDk′ with the formula (3.30), to obtain

M = − λ̃
3

2

Γ
(
4− D

2

)
(4π)

D
2

Γ(4−D)

Γ
(
4− D

2

)
(4π)

D
2

∫ 1

0

dα

∫ 1

0

dβ

∫ 1

0

dw
1

[1− w + wα(1− α)]4−
D
2

×

×w1−D
2 (1− w)

[
P 2 +m2

1− w + wα(1− α)

]D−4

= − λ̃
3

2

Γ(4−D)

(4π)D

∫ 1

0

dα

∫ 1

0

dβ

∫ 1

0

dw
w1−D

2 (1− w)

[1− w + wα(1− α)]
D
2

[P 2 +m2]D−4. (9.28)

This diagram has of course a pole coming from Γ(4−D), but it has also a pole coming
from the integral in w, specifically near w = 0. Indeed, consider the integral∫ 1

0

dw w1−D
2 f(w) =

∫ 1

0

dw w1−D
2 f(0) +

∫ 1

0

dw w1−D
2 [f(w)− f(0)]. (9.29)

Then in our case we can check that the second term gives a finite integral for D = 4, and
the only pole comes from the overall Γ(4 − D). This term therefore is local (there is no
p dependence at all if we set D = 4), and its divergence can be absorbed by an O(λ3)
counterterm, i.e. a two-loop, 1/ε term.

The first term, with f(0), gives a double pole, since

∫ 1

0

dw w1−D
2 f(0) = f(0)

w2−D
2

2− D
2

∣∣∣∣∣
1

0

= f(0)
2

4−D
. (9.30)

Substituting D = 4− ε, we obtain

− λ̃
3Γ(ε)

2(4π)D
2

ε

∫ 1

0

dβ[P 2(0) +m2]−ε

= − λ3µε

(4π)4

1

ε

∫ 1

0

dβ

(
1

ε
− γ − log

β(1− β)p2 +m2

4πµ2

)
, (9.31)

where in the last line we have grouped, as usual, the (4π)−ε and the µ−2ε terms in the
expansion with the log, to make the ratio of m2/(4πµ2) manifest.

Therefore we have finally the nonlocal divergence

λ3µε

(4π)4

1

ε

∫ 1

0

dβ log
β(1− β)p2 +m2

4πµ2
. (9.32)

This divergence is cancelled however by the one-loop diagram with one one-loop t + u
counterterm vertex V

(1)
t+u, given by the product of the vertex V

(1)
t+u and the (−λ̃2/2I2(p2))

factor (removing one −λ̃ vertex and replacing it with V
(1)
t+u,

+
λ̃3

4
2I2(0)I2(p2)
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=
λ̃3

2(4π)D

∫ 1

0

dα

[
Γ
(
2− D

2

)]2
[α(1− α)p2 +m2]2−

D
2 (m2)2−D

2

=
λ3µε

2(π)4

∫ 1

0

dα

(
2

ε
− γ − log

m2

4πµ2

)(
2

ε
− γ − log

m2 + α(1− α)p2

4πµ2

)
. (9.33)

We see now that the nonlocal divergence cancels, and we are only left with a local divergence
of order 1/ε2 (constant double pole). This will be removed by adding an O(λ3) counterterm
(local two-loop counterterm).

As we mentioned, the III diagrams are obtained by symmetry, and then the t and u
channels by crossing, so it means we have indeed shown the full renormalizability of the
4-point function at 2-loops in φ4 theory in 4 dimensions.

Important concepts to remember

• Intrinsically divergent 2-loop diagrams are cancelled by adding new 2-loop (n-loop)
counterterms.

• Divergences from 1-loop ((n− 1)-loop) divergent subdiagrams are cancelled by adding
diagrams with the 1-loop ((n− 1)-loop) counterterm vertices.

• Independent subdiagrams lead to local divergences, i.e. polynomial in momenta q2,
whereas nested (overlapping) divergences lead to non-local divergences, i.e. non-
polynomial in momenta q2.

• The BPHZ theorem says that any superficially renormalizable theory is rendered finite
by adding the diagrams with all the n-loop counterterms, which are a finite number of
local counterterms (with coefficients = a series in loop order, or λn).

• The finite part of the n-loop chain diagram with n one-loop rings in φ4 theory at
p2 →∞ goes like ∼ λn+1 logn(p2/m2).

• At higher loops in dimensional regularization, there are higher order poles (in ε), but
at least the highest order pole is a momentum-independent constant.

Further reading: See chapter 10.5 in [3] and chapter 10.4 in [2].
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Exercises, Lecture 9

1) Write down all the 2-loop divergent diagrams for Γ(3) for φ3 theory in D = 6, paralleling
φ4 in D = 4.

2) Identify and calculate the nonlocal 2-loop divergence in the above.
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10 Lecture 10. The LSZ formula.

In this lecture we return to the LSZ formula, relating correlation functions,

〈Ω|T{φ(x1)...φ(xn+m)}|Ω〉 , (10.1)

with S-matrices,

out〈~p1, ..., ~pn|~k1...~km〉in = 〈~p1, ..., ~pn|S|~k1...~km〉. (10.2)

We described it in QFTI, but now we return to a better understanding for it, using the
knowledge of loops and renormalization that we have gained in the meantime.

In particular, we had mentioned that there is a wave function renormalization factor Z
that appears there. We also saw that at one-loop, we defined the wave function renormal-
ization factor as the factor in the renormalized Lagrangean that multiplies the p2 part of the
kinetic term, and that it comes from the calculation of the 2-point function. With a bit of
thought, we realize that a more formal way to define it would be as follows.

Consider the 2-point function in momentum space. It will have a pole at some renormal-
ized mass p2 → −m2. So formally, we can say that near the pole p2 → −m2,∫

d4xe−ip·x〈Ω|T{φ(x)φ(0)}|Ω〉 ∼ −iZ
p2 +m2 − iε

. (10.3)

To obtain the LSZ formula, we consider the Fourier transform over only one momentum
of the correlation function,∫

d4xe−ip·x〈Ω|T{φ(x)φ(z1)φ(z2)...}|Ω〉 , (10.4)

and we split the integral over time as∫
dx0 =

∫ +∞

T+

dx0 +

∫ T+

T−

dx0 +

∫ T−

−∞
dx0 , (10.5)

and call the first term region I, the second region II and the third region III.
Since we are interested in the behaviour near a pole, we will ignore finite terms. But the

integral over region II is finite, since the integrand is analytic in p0 and the integration is
over a finite interval. Therefore we can ignore this region.

Region I.
Consider then first the integral over region I, and let x0 be the largest time (i.e., the time

components of all the zi’s are < T+ < x0 in region I. Then we can put φ(x) to the left, and
outside the time ordering operator, and we insert on its right the identity, written in terms
of a complete set of states |λ~q〉 of momentum ~q, as

1l =
∑
λ

∫
d3q

(2π)3

1

2E~q(λ)
|λ~q〉〈λ~q|. (10.6)
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We obtain∫
d3x

∫ +∞

T+

dx0e+ip0x0−i~p·~x
∑
λ

∫
d3q

(2π)3

1

2E~q(λ)
〈Ω|φ(x)|λ~q〉〈λ~q|T{φ(z1)...φ(zn)}|Ω〉. (10.7)

But the first matrix element can be worked out as follows, using that φ(x) is a Heisenberg
operator, so

〈Ω|φ(x)|λ~q〉 = 〈Ω|e−iP̂ ·xφ(0)e+iP̂ ·x|λ~q〉 = 〈Ω|φ(0)|λ~q〉 e+iq·x∣∣
q0=E~q

, (10.8)

where in the last equality we have used that P̂ · x|λ~q〉 = (q · x)|q0=E~q |λ~q〉 and 〈Ω|P̂ · x = 0.

Now doing the integral over d3x,
∫
d3xei~x·(~q−~p) = (2π)3δ3(~p− ~q), and then doing the integral

over
∫
d3q/(2π)3, we replace everywhere ~q with ~p and E~q with E~p. Introducing a regularizing

factor of e−εx
0

in the usual manner, we obtain∑
λ

∫ +∞

T+

dx0 1

2E~p(λ)
e+ip0x0

e−iq
0x0
∣∣∣
q0=E~q=E~p

e−εx
0〈Ω|φ(0)|λ~p〉〈λ~p|T{φ(z1)...φ(zn)}|Ω〉.

(10.9)
The integral over t becomes∫ +∞

T+

eix
0(p0−Ep+iε) =

eix
0(p0−Ep+iε)

i(p0 − Ep + iε)

∣∣∣∣∣
+∞

T+

= − eiT+(p0−Ep+iε)

i(p0 − Ep + iε)
, (10.10)

so our region I integral is now∑
λ

−iei(p0−Ep+iε)T+

−2E~p(λ)(p0 − E~p(λ) + iε)
〈Ω|φ(0)|λ~p〉〈λ~p|T{φ(z1)...φ(zn)}|Ω〉. (10.11)

The denominator equals p2 +m2 − iε and, near p0 → E~p, the exponential in the numerator
becomes 1. Specializing first to the case n = 1, when the 2-point function is supposed to be
of the general form (10.3), we indeed find near on-shell for the unique momentum p,

∼
∑
λ

−i
p2 +m2 − iε

〈Ω|φ(0)|λ~p〉〈λ~p|φ(0)Ω〉 ∼ −i
p2 +m2 − iε

|〈Ω|φ(0)|~p〉|2 , (10.12)

where we have implicitly assumed that there is a single one-momentum state |~p〉, and now we
can identify 〈Ω|φ(0)|~p〉 with the factor

√
Z (whose square is the wavefunction renormalization

factor Z). Substituting in the general correlation function, we find that near p0 → E~p,∫
d4xe−ip·x〈Ω|T{φ(x)φ(z1)...φ(zn)}|Ω〉 ∼ −i

p2 +m2 − iε
√
Z〈~p|T{φ(z1)...φ(zn)}|Ω〉. (10.13)

We now repeat the procedure in region III, assuming that now x0 is the smallest of all
the times, i.e. that all the zero components of z1, ..., zn are larger than T− > x0, we can put
x to the right inside the time ordering operator, and insert the identity to its left, obtaining∫

d3x

∫ +∞

T+

dx0e+ip0x0−i~p·~x
∑
λ

∫
d3q

(2π)3

1

2E~q(λ)
〈Ω|T{φ(z1)...φ(zn)}|λ~q〉〈λ~q|φ(x)|Ω〉. (10.14)
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And the matrix element is

〈λ~q|φ(x)|Ω〉 = 〈λ~q|e−iP̂ ·xφ(0)e+iP̂ ·x|Ω〉 = 〈λ~q|φ(0)|Ω〉 e−iq·x
∣∣
q0=E~q

. (10.15)

The integral over ~x is therefore
∫
d3xe−i~x·(~p+~q) = (2π)3δ(~p + ~q), so after doing the integral

over ~q, we substitute everywhere ~q with −~p, and Eq with Ep, and get

∑
λ

∫ T−

−∞
dx0 1

2E~p(λ)
e+ip0x0

eiq
0x0
∣∣∣
q0=E~q=E~p

eεx
0〈λ−~p|φ(0)|Ω〉〈Ω|T{φ(z1)...φ(zn)}|λ−~p〉.

(10.16)
The integral over x0 gives∫ T−

−∞
eix

0(p0+Ep+iε) =
eix

0(p0+Ep−iε)

i(p0 + Ep − iε)

∣∣∣∣∣
T−

−∞

= −i e
iT−(p0+Ep−iε)

(p0 + Ep − iε)
, (10.17)

so again we obtain the propagator, but now for p0 → −Ep, and so finally near p0 → −Ep,∫
d4xe−ip·x〈Ω|T{φ(x)φ(z1)...φ(zn)}|Ω〉 ∼ −i

p2 +m2 − iε
√
Z〈Ω|T{φ(z1)...φ(zn)}| − ~p〉.

(10.18)
We can redefine p = −k, so that near k0 = Ek (on-shell),∫
d4xeik·x〈Ω|T{φ(x)φ(z1)...φ(zn)}|Ω〉 ∼ −i

k2 +m2 − iε
√
Z〈Ω|T{φ(z1)...φ(zn)}|~k〉. (10.19)

We see that in both regions, we obtain that on-shell, we relate to a correlation function
with n → n − 1, with a vacuum state replaced by a momentum state. If we have e−ip·x,
we relate to an outgoing state, and if we have eik·x, we relate to an incoming state. We
can iteratively repeat the procedure, and obtain finally that for all momenta on-shell, we
relate to a product of incoming and outgoing states. The detail is that, if we have more
than one momentum, the incoming states are actualy ”in states”, and the outgoing states
are actually ”out states”. This is the result of the fact that we can independently consider
each momentum on-shell.

But it remains to prove that when adding wavepackets instead of single momenta, nothing
new happens. A wavepacket means that we replace∫

d4xeip
0x0

e−i~p·~x →
∫

d3k

(2π)3

∫
d4xeip

0x0

e−i
~k·~xφ(~k). (10.20)

Therefore the limit φ(~k)→ (2π)3δ3(~k − ~p) takes us back to the original case. We can define

p̃ = (p0, ~k).
With this replacement, we obtain∑
λ

∫
d3k

(2π)3
φ(~k)

−iei(p0−Ek+iε)T+

−2E~k(λ)(p0 − E~k(λ) + iε)
〈Ω|φ(0)|λ~k〉〈λ~k|T{φ(z1)...φ(zn)}|Ω〉 , (10.21)
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and near on-shell, p0 → E~k, so p̃2 +m2 ∼ 0,

∼
∫

d3k

(2π)3
φ(~k)

−i
p̃2 +m2 − iε

√
Z〈~k|T{φ(z1)...φ(zn)}|Ω〉. (10.22)

To see how this replacement works for pairs of particles, consider the scattering n→ 2. Then
we obtain∑
λ

∫
d3q

(2π)3

1

2Eq

∏
i=1,2

∫
d3ki
(2π)3

∫
d4xie

−ip̃i·xiφi(~ki)〈Ω|T{φ(x1)φ(x2)}|λ~q〉〈λ~q|T{φ(z1)...φ(zn)}|Ω〉.

(10.23)
If the 2 outgoing particles are separated in the far future, we obtain∑

λ

∫
d3q

(2π)3

1

2E~q
〈Ω|T{φ(x1)φ(x2)}|λ~k〉〈λ~k|

=
∑
λ1λ2

∫
d3q1

(2π)3

1

2Eq1

∫
d3q2

(2π)3

1

2Eq2
〈Ω|φ(x1)|λq1〉〈Ω|φ(x2)|λq2〉〈λq1λq2| , (10.24)

and then we can perform the same steps independently for each particle. The same analysis
can be done in the far past as well, and we can generalize to more than 2 particles. In the
limit in which the wavepackets tend to delta functions of momenta, we get the in and out
states.

All in all, we obtain the LSZ formula,

n∏
i=1

∫
d4xie

−ipi·xi
m∏
j=1

d4yje
+ikj ·yj〈Ω|T{φ(x1)...φ(xn)φ(y1)...φ(ym)}|Ω〉

p0
i→Epi ,k

0
j→Ekj∼

(
n∏
i=1

−i
√
Z

p2
i +m2 − iε

)(
m∏
j=1

−i
√
Z

k2
j +m2 − iε

)
〈~p1...~pn|S|~k1...~km〉. (10.25)

Diagrammatic interpretation
The diagrammatic interpretation of the formula is as follows. In order to construct

diagrams for the S-matrix from diagrams for the correlation fucntions, i.e. from connected
diagrams, we need to perform the operation called amputation. We go on each external leg
from the outside in until we reach the last part where it is connected with the rest of the
diagram by a single leg, and cut there and excise that part, as in Fig.30. The reason is
that we must divide out the connected correlation function by the full propagators for the
external legs. Not quite the full propagators, of course, since we have a factor of

√
Z instead

of a factor of Z, but that is simply since a propagator has 2 legs instead of one, and we need
to consider a factor of

√
Z for each one. So for example for the 2-point function, we would

have a
√
Z for each leg, but only a single free propagator factor (common for both).

This amputation procedure relates diagrams in the perturbative expansion of the corre-
lation functions to diagrams in the perturbative expansion of the S-matrices.
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amputated

....

Figure 30: The diagrammatic amputation procedure.

+...
1PI 1PI 1PI= − +

Figure 31: Diagrammatic expansion for the connected Green’s function.

Finally, we want to understand the full propagator better, and what it means to be near
the on-shell pole. We saw in QFTI that the connected 2-point function Gc

ij is related to the
1PI 2-point function Πij by

Gc = (1 + ∆Π)−1∆ = ∆−∆Π∆ + ... (10.26)

for which we can write a diagrammatic representation, as in Fig.31. But denoting Π(p2) ≡
iM2(p2), and that the free propagator has bare mass m0, we have explicitly

Gc =
−i

p2 +m2
0

− −i
p2 +m2

0

iM2 −i
p2 +m2

0

=
−i

p2 +m2
0 +M2(p2)

, (10.27)

and we see that near a physical pole, we have

Gc ∼ −iZ
p2 +m2

+ regular. (10.28)

Indeed, as an example, taking M2(p2) 'M2 + αp2, we would get

Gc =
−i(1 + α)−1

p2 + (m2
0 +M2)/(1 + α)

, (10.29)

108



but if there are higher order corrections in p2 in M2(p2), we would get other finite terms near
the physical pole. We see that the addition of M2(p2) in general both shifts the position of
the physical pole, here from −m2

0 to −m2 = −(m2
0 + M2)/(1 + α), and creates a Z factor,

here (1 + α)−1.

Important concepts to remember

• The LSZ formula relates correlation functions to S-matrices as follows: near the on-shell
physical pole for all the external legs, removing the full propagators for the external
legs (with only

√
Z instead of Z), we obtain the on-shell S-matrix.

• In and out states correspond to a different sign in the Fourier transform of the correlator
positions.

• The diagrammmatic intepretation of going from correlators (connected diagrams) to
S-matrices is of amputation, namely cut out all parts connecting external legs with the
interior through a single propagator.

• For Π = iM2(p2), M2(p2) is added to the inverse propagator, shifting the physical pole
and creating a Z factor.

Further reading: See chapter 7.2 in [3].
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Exercises, Lecture 10

1) Write down all the 3-loop divergent diagrams for the LSZ formula at 4-points in φ4

theory, and the associated diagrammatic amputation procedure.

2) Write down the LSZ formula for QED, and apply the diagrammatic procedure for the
2-loop 6-point case.
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11 Lecture 11. Quantization of gauge theories I: path

integrals and Fadeev-Popov

We now start the analysis of nonabelian gauge theories. In Classical Field Theory we have
seen how to define them, but we will review it here.

Consider a gauge field
Aµ = AaµT

a , (11.1)

where T a are the generators of a Lie algebra of a gauge group G, so Aµ is in the Lie algebra,
i.e. in the adjoint representation. A general group element is a set of NR ×NR matrices for
the representation R ,

U = eα
aTa , (11.2)

where αa ∈ R. The generators T a, a = 1, ..., NG obey the Lie algebra

[T a, T b] = fabcT
c , (11.3)

and are normalized by the relation

Tr[T aT b] = TRδ
ab. (11.4)

A note on conventions. My conventions (that I will use unless otherwise specified, or unless
left free) are of anti-hermitian generators, (T a)† = −T a, with fabc real and TR = −1/2 in the
fundamental representation of SU(N). Another popular convention in the literature is with
hermitian generators, (T a)† = T a, TR = 1 in the adjoint of SU(N) and [T a, T b] = ifabcT

c.
In a representation R, the following quadratic form is a constant (proportional to the

identity over a given representation),∑
a

(T aR)2 = CR 1l , (11.5)

and is called the (quadratic) Casimir of the representation R of the group G. Then

TRNG = CRNR. (11.6)

In the case of the adjoint representation, defined by

(T a)bc = fabc , (11.7)

we have
TR = CR ≡ C2(G). (11.8)

as well as NR = NG.
For G = SU(N), we have of course NG = N2− 1, and in the fundamental representation

(for quarks) we have NR = N .
My normalization TR = −1/2 in the fundamental leads also to CR = (N2 − 1)/2N .
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The way to introduce gauge fields is by starting with some matter action invariant under
the global action of the group G,

ψi(x)→ Uijψj(x) , (11.9)

and making the invariance local, Uij → Uij(x). That requires the introduction of another
field, the gauge field Aaµ, and of the minimal coupling of the matter to it, through the
covariant derivative replacing the ordinary derivative,

∂µψi(x)→ (Dµ)ijψj(x); (Dµ)ij ≡ ∂µδij + g(T aR)ijA
a
µ(x). (11.10)

In particular, in the adjoint representation,

Dab
µ = ∂µδ

ab + gfabcA
c
µ. (11.11)

For an infinitesimal gauge transformation with parameter

U(x) = egα
aTa ' 1 + gαa(x)T a + ... , (11.12)

the gauge field transforms as

Aaµ(x)→ Aaµ(x) +Dab
µ α

b(x). (11.13)

For a finite gauge transformation, U = egα
a(x)Ta = egα(x), the gauge field transforms as

Aµ(x)→ AUµ (x) = U−1Aµ(x)U(x) +
1

g
∂µU(x)U−1(x). (11.14)

The field strength is defined as

F a
µν = ∂µA

a
ν − ∂νAaµ + gfabcA

b
µA

c
ν . (11.15)

One defines also the contraction with T a,

Aµ = AaµT
a; Fµν = F a

µνT
a , (11.16)

such that the field strength is

Fµν = ∂µAν − ∂νAµ + g[Aµ, Aν ] , (11.17)

as well as the form notation

A = Aµdx
µ; F =

1

2
Fµνdx

µdxν , (11.18)

(note that in general fp = 1/p!fµ1...µpdx
µ1 ∧ ... ∧ dxµp .) leading to the field strength

F = dA+ gA ∧ A. (11.19)
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The field strength transforms covariantly, i.e.

Fµν → F ′µν = U−1(x)FµνU(x). (11.20)

The gauge invariant action for the gauge field in Minkowski space is

SM =

∫
d4x

[
−1

4
F a
µνF

a ,µν

]
= +

1

2

∫
d4xTr[F 2

µν ]. (11.21)

Wick rotating to Euclidean space, x4 = it, so ∂4 = −i∂t, and the same for the gauge
field, which transforms as ∂µ under Lorentz transformations, A4 = −iA0, so

EEucl.
i =

∂

∂x4

Ai −
∂

∂xi
A4 = −iEMink.

i , (11.22)

and so the Euclidean Lagrangean is

LEucl. = +
1

4
F a
µνF

a µν = −1

2
Tr[F 2

µν ] =
1

2
(( ~Ea)2 + ( ~Ba)2). (11.23)

Correlation functions
We now write the quantum correlation functions for gauge invariant observables (observ-

ables in the gauge theory must be gauge invariant, by definition) in Euclidean space as path
integrals,

〈O1(A)...On(A)〉 =

∫
DAe−S[A]O1(A)...On(A)∫

DAe−S[A]
. (11.24)

As in the abelian case described in QFT I, we ”fix the gauge” by the Fadeev-Popov
procedure, which amounts to dividing in the numerator and denominator by the volume
of the gauge group G, ∏

x∈Rd
Vx(G); V (G) =

∫
G

dU , (11.25)

where
∫
dU is called the Haar measure. It is defined to be invariant under left and right

multiplication by a fixed element of the gauge group,

U → UU0; and U → U0U. (11.26)

We are interested in covariant gauges like the Lorenz gauge, ∂µA
a
µ = 0, generalized to

the form
Fa(x) = ca(x); a = 1, ..., N. (11.27)

We define the orbit of the gauge field Aµ(x) as the space of all possible gauge transfor-
mations of Aµ(x), i.e.

Or[Aµ(x)] ≡ {Ãµ|∃U(x) ∈ G, such that Ãµ(x) = U(x)Aµ(x)}. (11.28)

We also define the space of all possible gauge fields satisfying a gauge condition,

M(A) = {Aµ such that Fa(Aµ) = ca(x)}. (11.29)
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We assume the fact that there is a single intersection between the two, i.e. Or[Aµ(x)]∩M =
{point}, or that

∃!Ãµ such that F(Ãµ) = ca(x). (11.30)

Note that this assumption is only correct for infinitesimal gauge transformations, otherwise
for large gauge transformations, there are Gribov copies that are a large distance in gauge
transformation space from the identity. We will not address Gribov copies in this course.
The situation above is depicted in Fig.32.

M

Or[A]

A

after X(A)

Figure 32: The gauge fixed configuration is at the intersection of the orbit of A, the gauge
transformations of a gauge field configuration A, and the space M of all possible gauge
conditions.

Then define
1

∆F ,c[A]
≡
∫ ∏

x

dUx
∏
y,a

δ(Fa(UA)− ca). (11.31)

By our assumption, there is a unique U = U (A)(x), depending on Aµ(x), such that by
transforming with it we go onto the gauge condition, i.e.

Fa(U(A)

A) = ca. (11.32)

Define the matrix

Mab(x, y;A) ≡ ∂Fa

∂Acµ(x)
Dcb
µ (x;A)δ(D)(x− y) , (11.33)

where as before

Dab
µ (x,A) ≡ ∂

∂xµ
δab + gfabcA

c
µ(x). (11.34)

The matrix M is thought of as a matrix in both the space (ab) and in the space (xy). We
have the following

Lemma
1. ∆F ,c[A] is gauge invariant.

2. ∆F ,c[A] = detM(U
(A)
A).

Proof of 1.
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Write the definition of ∆[A] for the gauge field transformed with some U0, U0A,

∆−1[U0A] =

∫ ∏
x

dUx
∏
x,a

δ(Fa(U(U0A))− ca). (11.35)

By invariance of the Haar measure, dUx = d(UU0), so we write dUx = d(UxU0) ≡ dŨx, so we
get

∆−1[U0A] =

∫ ∏
x

dŨx
∏
x,a

δ(Fa(ŨA)− ca) = ∆−1[A]. (11.36)

q.e.d.1
Proof of 2.
We use 1. to write

∆(A) = ∆(U
(A)

A) ≡ ∆(Ã) , (11.37)

where by definition of U (A), F(Ã) = ca.
Then

∆−1[A] = ∆−1[Ã] =

∫ ∏
x

dUxδ(Fa(U Ã)− ca) , (11.38)

For infinitesimal transformations,

U(x) = eα
a(x)Ta ' 1 + αa(x)Tα ⇒ dUx =

N∏
a=1

dαa(x) +O(α2) , (11.39)

which leads to
(U Ã)a ' Ãa +Dab

µ (Ã)αb +O(α2) , (11.40)

and in turn to

Fa(U Ã)(x) ' F(Ã)(x) +
∂F(Ã(x))

∂Ãcµ(x)
Dcb
µ (x, Ã)αb(x) +O(α2). (11.41)

Substituting in ∆−1[Ã], we obtain (using that Fa(Ãµ) = ca)

∆−1[A] '
∫ ∏

x,a′

dαa
′

x

∏
y,a

δ

(
∂F(Ã(y))

∂Ãcµ
Dcb
µ (y, Ã)αb(y)

)
=

∫ ∏
x,a′

dαa
′

x

∏
y,z

δ

(∫
ddzMab(y, z; Ã)αb(z)

)
≡
(

detM(Ã)
)−1

. (11.42)

In the last equality, the determinant was considered both in (ab) and in (xy) space, and we
have used the generalization of the relation∫ n∏

i=1

dαi

n∏
j=1

δ(Mijαj) =
1

detM
. (11.43)
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q.e.d.2
Then we can take the determinant on the other side of the equation and write

1 =

∫ ∏
x

dUx

[
detM(U

(A)

A)
]∏
y,a

δ(Fa(UA)− ca(y)). (11.44)

But the delta function enforces U = U (A) anyway, so we can replace it in the integral and
write

1 =

∫ ∏
x

dUx detM(UA)
∏
y,a

δ(Fa(UA)− ca(y)). (11.45)

Now we can define

”1(α)” ≡
∫ ∏

x,a

dca(x)e−
1

2α

∫
dDx[ca(x)]2 , (11.46)

which is of course a combination of π’s and α’s, that is irrelevant in the correlators, since
would cancel in the numerator and denominator. Now substituting 1 in the form of (11.45)
on the rhs of the above, and doing the integral over dca(x), which fixes ca(x) = Fa(x), we
obtain

”1(α)” =

∫ ∏
x

dUx detM(UA)e−
1

2α
FaFa . (11.47)

Inserting this ”1(α)” in the path integral, we obtain∫
DAe−S[A] =

∫
D[A]

∫ ∏
x

dUx detM(UA)e−S[A]− 1
2α
F2[UA]

=

∫ ∏
x

dUx

∫
DA detM(UA)e−S[A]− 1

2α
F2[UA]. (11.48)

But because of the gauge invariance of the measure DA and the action S[A], we can replace
A by UA in the path integral, and finally rename it A again everywhere. Note that it is
exactly this step that can fail if there are gauge anomalies, but here we will assume that
there aren’t.

Then we finally obtain that the volume of the gauge group factorizes from the integral
as ∫

DAe−S[A] =

[∫ ∏
x

dUx

]∫
DA detM(A)e−S[A]− 1

2α
F2[A]. (11.49)

The same thing happens for the path integral with the gauge invariant observables,∫
DAe−S[A]O1[A]...On[A] =

[∫ ∏
x

dUx

]∫
DA detM(A)e−S[A]− 1

2α
F2[A]O1[A]...On[A].

(11.50)
That means that the volume of the gauge group cancels between the numerator and denom-
inator in the correlation functions, and we obtain

〈
n∏
i=1

Oi(A)〉 =

∫
DA

∏n
i=1Oi(A)e−Seff [A]∫
DAe−Seff

, (11.51)
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where the Seff is the sum of the classical action and a ”gauge fixing term” and an extra term,

Seff [A] = S[A] +
1

2α

∫
dDxF2[A]− log detM(A). (11.52)

The last term will turn into a ”ghost action” term, as we will now see.
Ghost action
In the case of the Lorenz gauge, Fa = ∂µA

a
µ, the matrix M becomes

Mab(x, y;A) = ∂µD
ab
µ δ

D(x− y) = (∂2
µδ

ab + gfabc∂µA
c
µ(x))δD(x− y) , (11.53)

understood as a matrix in both (ab) and (xy) space. Since we are interested in

log detM(A) = log
detM(A)

det ∂2
+ log det ∂2 , (11.54)

we can drop the last term, which is just a constant (albeit infinite one), since it again cancels
in correlators between the numerator and the denominator.

Note that ∂−2 = ∆(x, y) is the scalar (KG) propagator.
Therefore we consider

detM(A)

det ∂2
= det

[
M(A)

∂2

]
≡ det(1 + L) , (11.55)

where

(1 + L)ab(x, y) = δabδD(x− y) + g

∫
dDz∆(x− z)

∂

∂zµ
fabcA

c
µδ

D(z − y). (11.56)

On the other hand, that means that

det(1 + L) = eTr log(1+L) = exp Tr

(∑
n≥1

(−1)n+1

n
Ln

)
= exp

{
g

∫
dDz1f

a
ac

[
∆(x− z1)

∂

∂zµ1
Acµ(z1)δD(z1 − x)

]
−g

2

2

∫
dDz1d

Dz2f
ab
c

[
∆(x− z1)

∂

∂zµ1
Acµ(z1)δD(z1 − z2)

]
fbad×

×
[
∆(z1 − z2)

∂

∂zν2
Adν(z2)δD(z2 − x)

]}
+ ... (11.57)

However, this gives an infinite number of vertices in the action (term − log det(1 + L)), as
we easily see. This is not very good.

Instead, we can use a representation in the action in terms of fermions, or rather anti-
commuting variables, that will be called ghosts.

We remember that we have the formula∫
DΦDΦ̄e−Φ̄·M ·Φ ∝ (detM)±1 , (11.58)
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where as usual the proportionality constant is not relevant, and ±1 is for anticommut-
ing/commuting variables, respectively.

Since we have detM+1, we are interested in anticommuting variables, and moreover then
we have an arbitrary sign in front of the action that we can use, since∫ N∏

i=1

dηidη̄ie
±η̄·M ·η = (±1)N detM. (11.59)

We choose the plus sign in the above, i.e. e+η̄·M ·η, and as usual we choose the Lorenz
gauge Fa = ∂µA

a
µ, obtaining the gauge fixed YM action in Euclidean space

Seff. =

∫
dDx

[
1

4
(F a

µν)
2 +

1

2α
(∂µA

a
µ)2 − η̄a∂µDab

µ η
b

]
. (11.60)

Note that I wrote here η̄a and ηb, but this is misleading, since as we know from the complex
integration of anticommuting objects, the integrations are really independent. That is why
one usually writes ba for η̄a and ca for ηa, i.e.

Seff. =

∫
dDx

[
1

4
(F a

µν)
2 +

1

2α
(∂µA

a
µ)2 − ba∂µDab

µ c
b

]
. (11.61)

For a general gauge condition, we have

Seff. =

∫
dDx

[
1

4
(F a

µν)
2 +

1

2α
(Fa(A))2 − ba∂F

a

∂Acµ
Dcb
µ c

b

]
. (11.62)

Other gauge conditions, generalizing the Lorenz gauge, can be written as

Fa = φabµ A
b
µ. (11.63)

In particular, axial gauges (which are however not Lorentz covariant) correspond to

φabµ = ηµδ
ab. (11.64)

Here ηµ is a constant 4-vector.

Important concepts to remember

• The YM field strength transforms covariantly, Fµν → U−1(x)FµνU(x).

• The YM action in Euclidean space is +1
4

∫
dDxF a

µνF
a µν .

• The quantum correlators of gauge invariant operators are written as ratios of path
integrals with and without the operators, so we can use the Fadeev-Popov gauge fixing
procedure, by factorizing and cancelling the volume of the gauge group from the two
path integrals.

• The result of the gauge-fixing procedure for the gauge condition Fa(x) = ca(x) is
Seff.[A] = S[A] +

∫
dDxF2(A)/2α− log detM(A).

• The log detM(A) can be written as a ghost action,
∫
dDx[−ba∂Fa(A)/∂AcµD

cb
µ (A)cb].

Further reading: See chapter 7.1 in [5] and 16.2 in [3].
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Exercises, Lecture 11

1) Consider a solution to the self-duality equation for Yang-Mills theory in Euclidean
space,

Fµν =
1

2
εµν

ρσFρσ. (11.65)

Show that the on-shell action is bounded by a topological term (which cannot be changed
by a small transformation).

2) Consider a solution to the self-duality condition that asymptotes to flat space at
x4 = −∞ and to a monopole configuration at x4 = +∞.

Wick rotate the configuration to Minkowski space, and consider the path integral centered
around this configuration. What is its interpretation? Putting some reasonable numbers for
the Standard Model, how relevant is this now?
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12 Lecture 12. Quantization of gauge theories 2. Prop-

agators and Feynman rules.

As we have seen last lecture, to calculate correlators we must fix a gauge, and then we use
instead of the classical action the gauge fixed action, with gauge fixing term and ghost term,

Seff. =

∫
dDx

[
1

4
(F a

µν)
2 +

1

2α
(∂µA

a
µ)2 − ba∂µDab

µ c
b

]
. (12.1)

In order to calculate the Feynman rules, we split the action into a quadratic part, giving
the propagators, and a cubic and quartic part, giving the interactions.

Propagators
The quadratic action is

S[2][A, b, c] =

∫
dDx

{
1

2
Aaµ

[
δab
(
−∂2δµν + ∂µ∂ν

(
1− 1

α

))]
Abν + ba(−δab∂2)cb

}
. (12.2)

From it, we derive the gluon propagator, which is just δab times the abelian (photon)
propagator, i.e.

∆ab
µν(k) =

δab

k2

[
δµν − (1− α)

kµkν
k2

]
, (12.3)

and the the ghost propagator, which is (despite the anticommuting nature of the ghosts) just
the scalar KG propagator,

∆ab(k) =
δab

k2
. (12.4)

Interactions
The interaction action can be rewritten as

Sint[A, b, c] = gfabc

∫
dDx

[
(∂µA

a
ν)A

b
µA

c
ν + (∂µb

a)Abµc
c
]

+
g2

4
fabcfade

∫
dDxAbµA

c
νA

d
µA

e
ν . (12.5)

We can now define path integrals, in particular the free energy W is defined as usual by

e−W [J,ξb,ξc] =

∫
DADbDce−Seff [A,b,c]+

∫
dDx(J ·A+ξcc+bξb). (12.6)

Then as usual, the effective action, the generator of 1PI n-point functions, is the Legendre
transform of the free energy,

Γ[Acl, bcl, ccl] = W [J, ξb, ξc] +

∫
dDx(J · Acl + ξcc

cl + bclξb). (12.7)

By taking derivatives of this Legendre transform relation, we obtain also

Aclµ (x) = − δW

δJ(x)
; ccl(x) = − δW

δξc(x)
; bcl(x) = +

δW

δξb(x)
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Jµ(x) = +
δΓ

δAclµ (x)
; ξc(x) = − δΓ

δccl(x)
; ξb(x) = +

δΓ

δbcl(x)
. (12.8)

Vertices
We can derive the vertices from the interaction action. The 3-gluon vertex comes from

the rewriting

gfabc

∫
dDx(∂µA

a
ν)A

b
µA

c
ν =

∫
dDkdDpdDq

(2π)6

1

3!
Aaµ(k)Abν(p)A

c
λ(q)Γ̃

abc
µνλ. (12.9)

Then we can derive the vertex, which should have the overall momentum conservation, so

Γ̃abcµνλ(k, p, q) = (2π)Dδ(D)(k + p+ q)V abc
µνλ. (12.10)

The vertex should be symmetric in the external lines. We first rewrite the interaction term
as

(gfabc)

∫
dDx[−Aaµ(∂µA

b
ν)A

c
λδ

νλ] = (gfabc)

∫
dDx[Aaµ(∂λA

b
ν)A

c
λ]δ

µν , (12.11)

where we have redefined the indices and used the fact that fbac = −fabc and fcab = +fabc.
Then we see that we need the terms −(ipµ)δνλ + (ipλ)δµν among the permutations (the
derivative ∂ is replaced by ip), multiplied by the usual Euclidean vertex, −gfabc. The other
terms are obtained by permuting p, k, q and the external indices. In total, we have

V abc
µνλ(k, p, q) = (−igfabc)[(q − p)µδνλ + (p− k)λδµν + (k − q)νδµλ]. (12.12)

For the 4-gluon vertex, again taking out the delta function, the vertex V abcd
µνρσ, for gluons

(µa), (νb), (ρc) and (σd), is momentum-independent. There are 24 terms coming from the
4! terms in the permutations of the external lines. They will give 6 different terms and a
multiplicity of 4, cancelling the 1/4 in front of the quartic interaction action. One such term
is given by writing the quartic action as

+
g2

4
fabefcd

e

∫
dDxAaµA

b
νA

c
ρA

d
σδ

µρδνσ , (12.13)

where we have relabelled the indices and used that f eabfecd = fabef
e
cd. The vertex term from

it is then −g2fabefad
eδµρδνσ, and the other 5 terms are found by permutations, giving in total

V abcd
µνρσ = −g̃2[fabefcd

e(δµρδνσ − δνρδµσ) + fcbefad
e(δµρδνσ − δµνδρσ) + fdbefca

e(δρσδµν − δνρδµσ)].
(12.14)

The gluon-2-ghost vertex comes from the cubic part of the interacition action. For a
ghost line from a to b, where b has momentum q, and with a gluon with (µc), we have

V abc
µ (q) = −g̃fabc(iqµ). (12.15)

If we also introduce fermions in a representation f with index i, ψiα, so with covariant
derivative

Dµ ij = ∂µδij + g(T af )ijA
a
µ , (12.16)
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Figure 33: Feynman rules for nonabelian gauge theories (QCD).

acting on them, and ψ̄iDij
µ γ

µψj kinetic term, it follows that the gluon-2-fermion vertex with
the fermion going from αi to βj and the gluon with µa, is

−g̃(T af )ji(γµ)βα. (12.17)

Note that in all the above, as usual, g̃ = gµε/2, where ε = 4−D.
Feynman rules
All in all, we have the Feynman rules (see Fig.33):
1. Gluon propagator, represented by a wiggly line from µa to νb, with momentum k, is

∆ab
µν(k) =

δab

k2

[
δµν − (1− α)

kµkν
k2

]
. (12.18)

2. Ghost propagator, represented by a dashed line with an arrow from a to b, with
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momentum k, is

∆ab(k) =
δab

k2
. (12.19)

3. Fermion propagator, from (iα) to (jβ), with momentim k, is

SijFαβ(k) = δij

(
1

ik/+m

)
αβ

. (12.20)

4. Gluon 3-vertex, represented by 3 wiggly lines intersecting at a point, with all momenta
in, (µa) with momentum p, (νb) with momentum q and (ρc) with momentum r, is

V abc
µνρ(p, q, r) = −ig̃fabc[(r − q)µδνρ + (q − p)ρδµν + (p− r)νδµρ]. (12.21)

5. Gluon 4-vertex, represented by 4 wiggly lines intersecting at a point, with (µa), (νb),
(ρc) and (σd), is

V abcd
µνρσ = −g̃2[fabefcd

e(δµρδνσ − δνρδµσ) + fcbefad
e(δµρδνσ − δµνδρσ) + fdbefca

e(δρσδµν − δνρδµσ)].
(12.22)

6. Gluon-2-ghost vertex, represented by a dashed line with an arrow from a to b (where
b has momentum q), with a wiggly line coming out of it, ending on (µc), is

V abc
µ (q) = −g̃fabc(iqµ). (12.23)

7. Gluon-2-fermion vertex, represented by a continuous line with an arrow from (iα) to
(jβ), with a wiggly line coming out of it, ending on (µc), is

−g̃(T af )ji(γµ)βα. (12.24)

8. The fermion loop has an extra (−1), but also the ghost loop, since the important
thing is the anticommuting nature of the variables, not the kinetic term (which is KG for
the ghost).

Observation. Note that we calculate Green’s functions from derivatives of W or Γ, but
while the action is gauge invariant under the nonabelian gauge transformation, the source
term

∫
dDxJ · A is not, so the Green’s functions are not physical observables, since they

are not gauge invariant, as observables should be. But sums of Feynman diagrams could be
gauge invariant. For example, in the case of QED, we mentioned the fact that IR divergences
will mean that we need to sum loop diagrams with tree diagrams, of the same order in the
coupling, but with more external massless lines, with very small momentum. Only this
combination will be related to experimentally relevant quantities like the cross section, and
will be gauge invariant (and IR safe). Now we can say a similar thing about YM theory,
where Green’s functions will be in general gauge-dependent, even at a fixed order in the
coupling.

Example
As an example of calculation, we will consider the one-loop correction to the gluon prop-

agator with 2 3-gluon vertices, as in Fig.34. It will be also gauge dependent, but we will

123



a

p p

k

k−p

a

b

c c

b

Figure 34: One loop gluon diagram with 3-vertices.

choose the Feynman gauge α = 1. For other α, the result will change, and it will of course
also change if we use instead of the Lorenz gauge some other gauge, like for instance axial
gauge.

In the diagram, a photon with momentum p and indices (aα) comes, and out goes a
photon of momentum p and indices (a′α′). On the internal loop, one line has momentum
k and indices (cγ) on the (aα) side and (c′γ′) on the (a′α′) side, and the other line has
momentum k − p and indices (bβ) on the (aα) side and (b′β′) on the (a′α′) side. Then the
two vertices are V abc

αβγ(p, k − p,−k) and V a′b′c′

α′β′γ′(−p, p − k, k), and using the Feynman rules
above we have the expression for the amplitude

Maa′

αα′ =

∫
dDk

(2π)D
(−ig̃fabc)[(−2k + p)αδβγ + (p+ k)βδαγ + (k − 2p)γδαβ]

δcc
′

k2
δγγ′×

×(−ig̃fa′b′c′)[(2k − p)α′δβ′γ′ + (−p− k)β′δα′γ′ + (−k + 2p)γ′δα′β′ ]
δbb
′

(k − p)2
δββ′

= −g̃2fabcfa′
bc

∫
dDk

(2π)D
Fαα′(k, p)

k2(k − p)2
, (12.25)

where

Fαα′(k, p) = −(2k − p)α(2k − p)α′D + (2k − p)α(p+ k)α′ + (2k − p)α(k − 2p)α′
+(p+ k)α(2k − p)α′ − (p+ k)2δαα′ − (k − 2p)α(p+ k)α′
+(k − 2p)α(2k − p)α′ − (p+ k)α′(k − 2p)α − (k − 2p)2δαα′

= (−4D + 6)kαkα′ + (−D + 6)pαpα′ + (2D − 3)(kαpα′ + pαkα′)
−(2k2 + 5p2 − 2k · p)δαα′ . (12.26)

We note that g̃2 = g2µε and fabcfa′
bc = δaa′C2(G), where by definition δaa′ is the Killing

metric on the group and C2(G) is the second Casimir.
The first integral that we need is one that we already calculated,∫

dDk

(2π)D
1

k2(k − p)2
=

Γ
(
2− D

2

)
(4π)

D
2

(p2)
D
2
−2

∫ 1

0

dα[α(1− α)]
D
2
−2

=
Γ
(
2− D

2

)
(4π)

D
2

(p2)
D
2
−2B

(
D

2
− 1,

D

2
− 1

)
≡ I2,D(p) , (12.27)
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where we have used the Euler beta function, B(a, b) =
∫ 1

0
dz za−1(1 − z)b−1 = Γ(a +

b)/Γ(a)Γ(b).
Then by Lorentz invariance we have∫

dDk

(2π)D
kµ

k2(k − p)2
= pµĨ(p) , (12.28)

since the integral depends on pµ (and not just on p2). By multiplying this relation by 2pµ,
we obtain

2p2Ĩ(p) =

∫
dDk

(2π)D
−(k − p)2 + k2 + p2

k2(k − p)2
= −

∫
dDk

(2π)D
1

k2
+

∫
dDk

(2π)D
1

(k − p)2
+ p2I2,D(p) ,

(12.29)
where we have used that the first two integrals cancel against each other, by shifting the
momentum k̃ = k − p. Actually, the integral is zero in dimensional regularization in any
case, since as we saw ∫

dDq

(2π)D
1

q2 +m2
=

Γ
(
1− D

2

)
(4π)

D
2

(m2)
D
2
−1 , (12.30)

whose m→ 0 limit gives zero for D > 2. Then we obtain

Ĩ(p) =
I2,D(p)

2
. (12.31)

Next, we need the integral ∫
dDk

(2π)D
kµkν

k2(k − p)2
, (12.32)

which by Lorentz invariance (since the integral depends on pµ, and the only symmetric tensor
Lorentz structures available are thus pµpν and p2δµν) equals

Ia(p)pµpν + Ib(p)p2δµν . (12.33)

We need two relations to determine Ia and Ib. The first one is obtained by multiplying with
2pµ, which gives

2p2pν(I
a + Ip) =

∫
dDk

(2π)D
kν [−(k − p)2 + k2 + p2]

k2(k − p)2

= −
∫

dDk

(2π)D
kν
k2

+

∫
dDk

(2π)D
kν

(k − p)2
+ p2pν

2
I2,D(p)

= −
∫

dDk

(2π)D
kν
k2

+

∫
dDk̃

(2π)D
k̃ν

k̃2
+ pν

∫
dDk̃

(2π)D
1

k̃2
+ p2pν

2
I2,D(p)

= p2pν
2
I2,D(p) , (12.34)

where in the first equality we have used (12.31) and in the last equality we have used that
(12.30) vanishes. We thus obtian

Ia(p) + Ib(p) =
I2,D(p)

4
. (12.35)
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The other relation is obtained by contracting with δµν , which gives

p2[Ia +DIb] =

∫
dDk

(2π)D
1

(k − p)2
= 0 , (12.36)

so
Ia = −DIb , (12.37)

so that finally

Ia(p) =
D

4(D − 1)
I2,D(p); Ib(p) = − 1

4(D − 1)
I2,D(p). (12.38)

Putting all the pieces of the amplitude together, we obtain

Maa′

αα′ = −g2µεC2(G)δaa′I2,D(p)

[
(−4D + 6)

(
D

4(D − 1)
pαpα′ −

δαα′

4(D − 1)
p2

)
+(−D + 6)pαpα′ + (2D − 3)pαpα′ − δαα′(5p2 − p2)

]
= −g2µεδaa′C2(G)

[
pαpα′

D + 4(D − 1)(D + 3)

4(D − 1)
− δαα′p2 16(D − 1)− 4D + 6

4(D − 1)

]
×

×
Γ
(
2− D

2

)
(4π)

D
2

(p2)
D
2
−2B

(
D

2
− 1,

D

2
− 1

)
. (12.39)

From it, we can obtain the divergent part of the amplitude, using that Γ
(
2− D

2

)
=

Γ
(
ε
2

)
' 2/ε, and in the rest putting D = 4, including B(1, 1) = 1, so that finally

Maa′

αα′,div. = −δaa′C2(G)
g2

(4π)2

2

ε

(
11

3
pαpα′ −

19

6
δαα′

)
. (12.40)

Important concepts to remember

• The ghost propagator is the KG propagator (times δaa′), and the gluon propagator is
the photon propagator (times δaa′).

• We have a 3-gluon vertex, a 4-gluon vertex and a gluon-2-ghost vertex. If we add
fermions, we also have a gluon-2-fermions vertex.

• A ghost loop gives a factor of (−1), same as a fermion loop.

• Green’s functions in the nonabelian gauge theory are not gauge invariant, so the cannot
be directly related to observables. Sums of diagrams (for different Green’s functions,
even) might be gauge invariant, order by order in perturbation theory.

Further reading: See chapter 7.2,7.3 in [5] and chapter 16.1 in [3].
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Exercises, Lecture 12

1) Write the integral expressions for the diagrams (Fig.35)

Figure 35: One loop QCD diagrams.

using the Feynman rules (without calculating them).

2) Calculate the divergent part of the diagram (Fig.36)

Figure 36: One loop QCD diagram with ghost loop and external gluons.
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13 Lecture 13. One-loop renormalizability of gauge

theories.

In this lecture we will study how to explicitly renormalize gauge theories at one-loop.
Pure gauge theory.
We will not derive them here, since they are too laborious (30 diagrams in total), but

one can derive the result for the divergent parts of all the one-loop diagrams of pure gauge
theory (Yang-Mills).

They fall into 5 classes, corresponding to 5 1PI n-point functions which are divergent.

−

+

Figure 37: One loop diagrams contributing to the gauge propagator self-energy Σµν(p).

1. The gauge propagator self-energy Σµν(p). There are 3 relevant diagrams (see Fig.37):
the gluon loop with 2 3-gluon vertices, whose divergent part we calculated last lecture (with
symmetry factor 1/2); the ghost loop that was left as an exercise (with - sign for the ghost
loop); the gluon loop with a single 4-gluon vertex. The divergent part of the sum of these
diagrams gives

Σµν; divergent(p) = −g
2C2(G)

16π2

(
5

3
+

1

2
(1− α)

)
2

ε
[p2δµν − pµpν ]δab. (13.1)

Figure 38: One loop diagram contributing to the ghost propagator self-energy Pab(p).

2. The ghost propagator self-energy Pab, with a single one-loop diagram in Fig.38, with
a gluon line starting and ending on the ghost line. Its divergent part is

Pab; divergent(p) = −g
2C2(G)

16π2

(
1

2
+

1

4
(1− α)

)
2

ε
(p2δab). (13.2)
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−

+ +

+ −

Figure 39: One loop diagrams contributing to the 3-gluon vertex.

3. The gluon 3-point vertex. There are now 6 diagrams, as in Fig.39: one with a gluon
loop with 3 3-gluon vertices attached, out of which external gluons go; another 3 where
we contract one propagator from the first diagram to make a gluon 4-point vertex (with
symmetry factor 2 for each); 2 diagrams with a ghost loop with external gluons attached to
it, and a different orientation for the ghost line differentiating between the 2 diagrams. The
divergent part of the sum is

−g
2C2(G)

16π2

[
2

3
+

3

4
(1− α)

]
2

ε
V abc
µνλ(k, p, q) , (13.3)

where V abc
µνλ(k, p, q) is the classical (tree level) vertex.

4. The gluon 4-point vertex. There are 18 diagrams. The pure gluon ones are in
Fig.40, and the ones with a ghost loop are in Fig.41. One is the gluon loop with 4 3-gluon
vertices, together with its 2 crossed diagrams. There are 3 diagrams obtained by contracting
2 propagators of the first diagram to obtain 2 4-gluon vertices (or one diagram and 2 crossed
ones). There are 6 diagrams where only one propagator has been contracted, to give one
4-gluon vertex and 2 3-gluon vertices; or 4 diagrams obtained by contraction of the first one,
and 2 diagrams obtained by crossing. And finally there are 6 diagrams with a ghost loop
with 4 external gluon vertices: two diagrams differing by the orientation of the ghost loop,
and 2 crossed diagrams for each of these.

The divergent part of the sum of these diagrams is

−g
2C2(G)

16π2

[
−1

3
+ (1− α)

]
2

ε
V abcd
µνρσ , (13.4)

where V abcd
µνρσ is the classical (tree level) vertex.

5. The ghost-gluon vertex. The loop is made of either two sides of ghost (with a gluon
in the common vertex), and one gluon side; or two gluon sides (with the gluon coming out
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+ + +

+
+ +

+
+

+

+

Figure 40: One loop gluon diagrams contributing to the 3-gluon vertex.

of the common vertex) and a single ghost side, as in Fig.42. The sum of these two diagrams
has the divergent part

+
g2C2(G)

16π2

α

2

2

ε
V abc
µ (p) , (13.5)

where again V abc
µ (p) is the classical (tree level) vertex.

We see therefore that the 5 divergences all correspond to, and are proportional to, the 5
tree level objects (propagators and vertices), coming from the classical Lagrangean. There-
fore renormalizability at one-loop is guaranteed, since we can absorb the divergences in the
redefinition of the objects in the classical Lagrangean.

But in general, to guarantee renormalizability, one would need gauge invariance, since
that generates relations betwen the Green’s functions through the Ward identities. However,
the formalism we use is gauge fixed, so it would seem we have a problem. As it turns out, we
don’t, because there is a residual gauge symmetry left after fixing the gauge (we know that
fixing the gauge in general allows for the possibility of residual symmetries, meaning sym-
metry with a parameter that depends in a constrained way on spacetime). This symmetry
is BRST symmetry, that will be studied in the next lecture, and we will see in the lecture
after that, that it leads to relations among Green’s functions similar to the Ward identities,
which will allow us to prove renormalizability.

We also want to verify that the counting of the superficial degree of divergences says we
have identified all the divergent 1PI n-point functions. The superficial degree of divergence
in the pure gauge theory is

ω(D) = 4− EA −
3

2
Eb,c , (13.6)

where we have introduced also external ghost lines. Note the factor of 3/2 in front of the
external ghost lines Eb,c, like in the case of fermions. The derivation is however slightly
different than for the fermions. The vertex is (∂µb

a)gfabcA
b
µc
c, so each b line at a vertex
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+ +

Figure 41: One loop diagrams with ghost loop contributing to the 3-gluon vertex.

Figure 42: One loop diagrams for the ghost-gluon vertex.

comes with a factor of momentum, despite the ghost propagator being KG, ∼ 1/p2. Since
each propagator ends in two vertices, but in one as b and in one as c, effectively we have an
extra factor of p in the propagator, giving a ∼ 1/p propagator, like in the fermion case.

Then we can check that indeed the 5 1PI n-point functions are the divergent ones. The
gluon propagator has Eg = 2, so ω(D) = 4 − 2 = 2. The ghost propagator has Ebc = 2, so
ω(D) = 4 − 3 · 2/2 = 1. The 3-gluon vertex has Eg = 3, so ω(D) = 4 − 3 = 1, the 4-gluon
vertex has Eg = 4, so ω(D) = 4− 4 = 0, and the ghost-gluon vertex has Eg = 1, Ebc = 2, so
ω(D) = 4− 1− 3 · 2/2 = 0. There are no other divergent 1PI n-point functions.

Counterterms in MS scheme.
We can now write down the counterterms in the minimal subtraction scheme, as just

minus the divergent terms.
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1. From the gluon propagator one-loop divergence, we obtain the counterterm

δLA2 = (Z3 − 1)
1

4
(∂µA

a
ν − ∂νAaµ)2

Z
(0+1)
3 = 1 +

g2C2(G)

16π2

(
5

3
+

1

2
(1− α)

)
2

ε
. (13.7)

Indeed, in p space, the gluon propagator term gives (Z3 − 1)1
2
Aaµ(p2δµν − pµpν)A

a
ν , so the

counterterm is indeed minus the divergence.
2. From the ghost propagator one-loop divergence, we obtain the counterterm

δLbc = (Z̃3 − 1)(−ba∂2ca)

Z̃
(0+1)
3 = 1 +

g2C2(G)

16π2

(
1

2
+

1

4
(1− α)

)
2

ε
. (13.8)

In p space, the gluon propagator term gives (Z̃3 − 1)(bap2ca), so indeed the counterterm is
minus the divergence.

3. From the 3-gluon vertex divergence, we obtain the counterterm

δLA3 = (Z1 − 1)gfabc∂µA
a
νA

b
µA

c
ν

Z
(0+1)
1 = 1 +

g2C2(G)

16π2

[
2

3
+

3

4
(1− α)

]
2

ε
. (13.9)

Since the divergence was written as a coefficient times the classical vertex, the Z
(1)
1 is just

minus the coeffient, as we can check.
4. From the 4-gluon vertex divergence, we obtain the counterterm

δLA4 = (Z4 − 1)
g2

4
fabcf

a
deA

b
µA

c
νA

d
µA

e
ν

Z
(0+1)
4 = 1 +

g2C2(G)

16π2

[
−1

3
+ (1− α)

]
2

ε
. (13.10)

The same comment as above applies.
5. From the ghost-gluon vertex divergence, we obtain the counterterm

δLbAc = (Z̃1 − 1)gfabc(∂µb
a)Abµc

c

Z̃
(0+1)
1 = 1− g2C2(G)

16π2

α

2

2

ε
. (13.11)

Again the same comment applies.
As usual, renormalization means

(L+ δL)(A, b, c, g, α) = L0(A0, b0, c0, g0, α0). (13.12)

Since we have

L+ δL =
1

4
Z3(∂µA

a
ν − ∂νAaµ)2 +

1

2α
(∂µA

a
µ)2 + gfabcZ1∂µA

a
νA

b
µA

c
ν +

g2

4
fabcf

a
deZ4A

b
µA

c
νA

d
µA

e
ν
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+Z̃3(∂µb
a)∂µc

a + gfabcZ̃1(∂µb
a)Abµc

c , (13.13)

we can obtain the renormalizations of fields and couplings.
Renormalization and consistency conditions
But we see that we have 4 objects to be renormalized (since b and c must renormalize in

the same way), but 6 coefficients (for 6 terms), we will obtain also 2 consistency conditions.
From

Z3(∂µA
a
ν − ∂νAaµ)2 = (∂µA

a
0ν − ∂νAa0µ)2 , (13.14)

we get
A0 =

√
Z3A. (13.15)

From
Z̃3(∂µb

a)∂µc
a = (∂µb

a
0)∂µc

a
0 , (13.16)

we get

b0, c0 =

√
Z̃3b, c. (13.17)

From
1

2α
(∂µAµ)2 =

1

2α0

(∂µA0µ)2 , (13.18)

we get
α0 = Z3α. (13.19)

From
gfabcZ1∂µA

a
νA

b
µA

c
ν = g0fabc∂µA

a
0νA

b
0µA

c
0ν , (13.20)

we get

g0 = g
Z1

Z
3/2
3

. (13.21)

Now we have fixed all renormalizations, but we still have two terms to check. These will
give consistency conditions. The first is the gluon 4-vertex,

∼ g2Z4A
4 = g2

0A
4
0 , (13.22)

from which we obtain the consistency condition

Z4

Z1

=
Z1

Z3

. (13.23)

The second is the ghost-gluon vertex,

∼ gZ̃1bAc = g0b0A0c0 , (13.24)

from which we obtain the second consistency condition,

Z̃1

Z̃3

=
Z1

Z3

. (13.25)
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Together, these two relations form the Slavnov-Taylor identities.
At this point, it is not clear why they should be correct. Such relations normally appear

from gauge invariance, through Ward identities that relate various 1PI n-point functions
(thus their coefficients Zi), but now we work in a gauge fixed formalism. However, as we
said, there is a residual gauge symmetry called BRST symmetry, which will allow us to write
relations between the n-point functions.

We can at most check it explicitly at one-loop. We remember that Zi = 1 + Z
(1)
i can be

expanded in Z
(1)
i , so the Slavnov-Taylor identities at one-loop are

Z
(1)
4 = 2Z

(1)
1 − Z

(1)
3

Z̃
(1)
1 = Z

(1)
1 + Z̃

(1)
3 − Z

(1)
3 . (13.26)

The relations are indeed verified, since[
−1

3
+ (1− α)

]
= +2

[
2

3
+

3

4
(1− α)

]
−
[

5

3
+

1

2
(1− α)

]
−α

2
=

[
2

3
+

3

4
(1− α)

]
+

[
1

2
+

1

4
(1− α)

]
−
[

5

3
+

1

2
(1− α)

]
. (13.27)

Gauge theory with fermions
We can couple the gauge theory to fermions with Euclidean action

S(E) =

∫
dDxψ̄(γµDµ +m)ψ , (13.28)

where the covariant derivative is

Dij
µ = ∂µδ

ij + g(T af )ijA
a
µ. (13.29)

The superficial degree of divergence in the presence of fermions is now

ω(D) = 4− Eg −
3

2
Ef −

3

2
Ebc. (13.30)

Therefore, besides the previous divergent 1PI n-point functions, we also have new ones that
are divergent:

-the fermion propagator Σαβ(p), with ω(D) = 4− 3 · 2/2 = 1.
-the fermion-gluon vertex, Γaµαβ, with ω(D) = 4− 1− 3 · 2/2 = 0.
But before we analyze those, we will write down the new divergent contributions to the

1PI n-point functions alread considered in the pure gauge theory case, coming from a fermion
loop:

-the divergent contribution to the gluon propagator, i.e. to Z3, coming from the fermion
loop with two external gluons from it in Fig.43, giving

− g2

16π2
Tf

4

3

2

ε
. (13.31)

134



Figure 43: One fermion loop diagram for the gluon propagator.

-the divergent contribution to the 3-gluon vertex, i.e. to Z1, coming from the two diagrams
in Fig.44, with a fermion loop (with different orientation for the arrow) and 3 gluons coming
out of it, giving the same

− g2

16π2
Tf

4

3

2

ε
. (13.32)

This is good, since from the second Slavnov-Taylor identity at one-loop in (13.26), we need

that (since Z̃1 and Z̃3 are not modified by the addition of fermions) δZ
(1)
1 = δZ

(1)
3 , which is

indeed true.

+

Figure 44: One fermion loop diagrams for the 3-gluon vertex.

-the divergent contribution to the 4-gluon vertex, i.e. to Z4, again coming from two
diagrams with a fermion loop (and different orientations for the arrow) and 4 gluons coming
out of it, giving the same result as above for Z1.

This is again good, since now from the first Slavnov-Taylor identity at one-loop in (13.26),

we need that (since we saw already that δZ
(1)
1 = δZ

(1)
3 ) δZ

(1)
4 = δZ

(1)
1 , which is verified.

Moving on to the new divergent 1PI n-point functions, these new divergences will be
cancelled by the counterterms

δL(A, b, c, ψ) = (Zf2 − 1)ψ̄γµ∂µψ + (Zf1 − 1)gψ̄γµAµψ + (Zm − 1)mψ̄ψ. (13.33)

Explicit calculations give

Z
(0+1)
f2 = 1− g2Cf

16π2
α

2

ε

135



Z
(0+1)
f1 = 1− g2Cf

16π2

[
αCf + C2(G)

(
1− 1− α

4

)]
2

ε

Z(0+1)
m = 1− g2Cf

16π2
[4− (1− α)]

2

ε
. (13.34)

The correction to the fermion propagator, giving both the Zf2 and the Zm terms, comes
from a one loop diagram with a fermion line out of which a gluon comes out and back. The
correction to the fermion-gluon vertex is given by the two diagrams equivalent to the ones of
the ghost-gluon vertex, namely with a triangle loop two sides fermionic and one side gluon,
or two sides gluonic and one fermionic.

In the above Cf and Tf are the fermion representation case of TR and CR defined previ-
ously, namely Tf is the normalization of the trace, and Cf the Casimir in this representation.

For the QED case (abelian group), Cf = 1 and C2(G) = 0, and we can check that we
reproduce the results we obtained for QED.

Renormalization of the new terms is given as usual by

L(A, ψ̄, g,m) + δL(A, ψ̄, ψ, g,m) = L0(A0, ψ̄0, ψ0, g0,m0) , (13.35)

which means that

Zf2ψ̄γµ∂µψ + Zf1gψ̄γµAµψ + Zmmψ̄ψ = ψ̄0γµ∂µψ0 + g0ψ̄0γµA0µψ0 +m0ψ̄0ψ0. (13.36)

From the first term we get the wave function renormalization

ψ0 =
√
Zf2ψ; ψ̄0 =

√
Zf2ψ̄0 , (13.37)

and from the last we get the mass renormalization

Zf2m0 = mZm. (13.38)

The middle term gives a constraint, i.e. another Slavnov-Taylor identity,

Zf1gψ̄γµAµψ = g0ψ̄0γµA0µψ0 ⇒
Zf1

Zf2

=
Z1

Z3

. (13.39)

We can check explicitly that it is satisfied at one-loop, as in the pure gauge case.
That means that all in all, we have the Slavnov-Taylor identities

Zf2

Zf1

=
Z1

Z3

=
Z̃1

Z̃3

=
Z4

Z1

. (13.40)

Important concepts to remember

• Pure gauge theory is renormalizable at one-loop, the divergences coming from the
gauge propagator, ghost propagator, 3-gluon vertex, 4-gluon vertex and ghost-gluon
vertex, and being of the same structure as the terms in the classical Lagrangean.
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• The pure gauge theory obeys the Slavnov-Taylor identities, Z4/Z1 = Z1/Z3 = Z̃1/Z̃3.

• The gauge theory with fermions has ω(D) = 4−Eg − 3Ebc/2− 3Ef/2 and introduces
two more divergences, in the fermion propagator and fermion-gluon vertex, being again
one-loop renormalizable.

• With fermions we have one more Slavnov-Taylor identity, Zf2/Zf1 = Z1/Z3.

Further reading: See chapter 7.3,7.4,7.5 in [5] and chapter 16.5 in [3].
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Exercises, Lecture 13

1) Calculate explicitly all the Z factors for a SO(N) gauge theory with Nf fundamental
fermions.

2) Calculate the divergent part of the one-loop graph with a fermion loop and two external
gluon lines in Fig.43, contributing to Z3.
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14 Lecture 14. Asymptotic freedom. BRST symme-

try.

Asymptotic freedom
Asymptotic freedom is a very important concept, one that has gained a Nobel prize

for David Gross, Frank Wilczek and David Politzer (in 2004). We have done most of the
calculations necessary for it last lecture, so now it remains to put everything together and
interpret it.

We saw last lecture that renormalization of the coupling is done by g0 = gZ1/Z
3/2
3 .

However, we omitted the dimensional transmutation factor, so we actually have

g0 = gµε/2
Z1

Z
3/2
3

. (14.1)

We also saw that, in the presence of fermions we have

Z
(0+1)
1 = 1 +

g2

16π2

[
C2(G)

(
2

3
+

3

4
(1− α)

)
− 4

3
Tf

]
2

ε

Z
(0+1)
3 = 1 +

g2

16π2

[
C2(G)

(
5

3
+

1

2
(1− α)

)
− 4

3
Tf

]
2

ε
. (14.2)

Then it follows that

g0 = gµ
ε
2

{
1 +

g2

16π2

[
C2(G)

(
2

3
+

3

4
(1− α)− 3

2

(
5

3
+

1

2
(1− α)

))
− 4

3
Tf

(
1− 3

2

)]
2

ε

}
= gµ

ε
2

{
1− g2

16π2

[
11

6
C2(G)− 2

3
Tf

]
2

ε

}
. (14.3)

Taking µ∂/∂µ on both sides of this equation, since ∂g0/∂µ = 0, we obtain

µ
∂g0

∂µ
= 0 =

ε

2
µ
ε
2

(
g − g3

16π2

[
11

6
C2(G)− 2

3
Tf

]
2

ε

)
+µ

ε
2

(
1− 3g2

16π2

[
11

6
C2(G)− 2

3
Tf

]
2

ε

)
µ
∂g

∂µ
+O(g5). (14.4)

This is solved by

β(µ, ε) ≡ µ
∂g

∂µ
=
− ε

2
g + g3

16π2

[
11
6
C2(G)− 2

3
Tf
]

+O(g5)

1− 3g2

16π2

[
11
6
C2(G)− 2

3
Tf
]

2
ε

+O(g4)

= − ε
2
g − 2g3

16π2

[
11

6
C2(G)− 2

3
Tf

]
+O(g5). (14.5)

Note that above we have used the usual expansion in g2, ignoring the fact that a higher
order term might actually be divergent in ε, it is still considered negligible.

One also defines as usual the physical beta function as

β(g) = β(µ, ε→ 0) = β1g
3 + β3g

5 + β5g
7 + ... , (14.6)
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which leads to

β1 = − 2

16π2

[
11

6
C2(G)− 2

3
Tf

]
. (14.7)

Again, the term in g5 from the above would actually be divergent in ε, but is still considered
subleading, and ignored even in the ε→ 0 limit. Of course, the point is that the calculation
is actually only to one-loop. Once we do the two-loop calculation for Z1 and Z3 and includes
it in the above, one finds a finite β2 as well.

We note here that β1 and β3 are actually gauge indepedent (universal), nonzero, and
independent of renormalization scheme, while the other coefficients are not necessarily uni-
versal.

The most important observation is that the nonabelian gauge fields are actually the only
ones with β1 < 0! All other fields have β1 > 0 contributions. In particular, we see that for
fermions we have a positive β1, proportional to Tf . For scalars, we get similarly a positive
contribution.

For QED, we have C2(G) = 0 and Tf = 1, so β1 = +1/12π2 > 0.
Integrating the beta function equation at one-loop,

β1g
3 = µ

∂g

∂µ
, (14.8)

by first multiplying with 2g, we get the solution

g2(µ) =
g2(µ0)

1− β1g2(µ0) ln µ2

µ2
0

, (14.9)

as we can explicitly check. This relates the coupling constant at some fixed scale µ0 with
the coupling constant at the variable scale µ.

)

0

g2
(

Figure 45: The coupling constant g2(µ) is a decreasing function for QCD.
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In particular, it means that, for β1 < 0, the coupling constant g2(µ) is a decreasing
function of µ, as in Fig.45. This has two important consequences:

-IR slavery: g2(µ→ 0)→∞, so at large distances (small energies, i.e. IR), we have very
strong coupling, leading to confinement.

-asymptotic freedom: g2(µ→∞)→ 0, so the theory is free in the UV.
For the gauge group SU(N), we have C2(SU(N)) = N and Tf = 1/2, but we will consider

Nf flavours (species) of fermions, leading to

β1,SU(Nc),Nf = − 1

16π2

(
11

3
Nc −

2

3
Nf

)
. (14.10)

In particular, for QCD Nc = 3 (3 colours) and Nf = 6 (6 flavours, u,d,c,s,t,b), so

β1,QCD = − 7

16π2
< 0 , (14.11)

so QCD is asymptotically free. It also exhibits IR slavery, leading to confinement of quarks
and gluons, since the coupling becomes infinite at large distances, and we cannot separate
the quarks and gluons from each other.

BRST symmetry.
To study the quantum properties of gauge theories, we will need a global symmetry called

BRST symmetry, which is a remnant of gauge invariance (i.e., a residual gauge invariance),
present once we fix the gauge.

It was found in a paper by Becchi, Rouet and Stora, and independently in a paper by
Tyutin, hence the name BRST. For the ghost action, as before, we use the notation common
in the BRST literature, with fields ba and ca. The effective gauge fixed Lagrangean in
Euclidean space is

Leff.(A, b, c) = +
1

4
(F a

µν)
2 +

1

2α
(∂µAµ)2 + ∂µb

aDab
µ c

b. (14.12)

Here ba, ca are anticommuting variables, and ba is imaginary, while ca is real, for the reality
of the action. Since the dimension of the Lagrangean must be 4, we see that we need
[ba] + [ca] = 2. But since a priori ba and ca are independent fields (remember that we
found them by writing the gaussian path integral

∫
DbDce−bMc = detM , where the two

integrations are really independent), their dimensions need not be related. In fact, we can
choose them of different dimension, as is done for instance in string theory. However, for
simplicity, here we will choose [ba] = [ca] = 1.

Since the gauge invariance is

δgauge,λA
a
µ = (Dµλ)a = ∂µλ

a + gfabcA
b
µλ

c , (14.13)

the BRST invariance must be similar, just with the arbitrary λa(x) replaced by something.
That something is ca(x)Λ, so a given x dependence (the field ca) times an arbitrary constant,
implying a global symmetry.

We can define a ghost number by Ngh[ca] = +1 (since ca → ηa and ba → η̄a, this is
natural) and Ngh[ba] = −1. This is then a symmetry of Leff , i.e. the Lagrangean has ghost
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number zero. Since Ngh[λ] = 0, it follows that Ngh[Λ] = −1. Moreover, since [λ] = 0 because
of δAµ = Dµλ, it follows that also [Λ] = −1. And since λa is commuting, it follows that Λ
is anticommuting.

Since ca(x)Λ is a special case of λa, then it trivially follows that the classical Lagrangean
is BRST invariant,

δBLclass = 0 , (14.14)

under the BRST transformation
δBA

a
µ = (Dµc)

aΛ. (14.15)

Moreover, we can extend the BRST transformation to gauge fields coupled to matter.
For instance, for scalars transforming under gauge transformations as

δgaugeφ
i = −g(Ta)

i
jφ

jλa(x) , (14.16)

the BRST transformation is
δBφ

i = −g(Ta)
i
jφ

jcaΛ , (14.17)

and similarly for fermions, etc.
Now, to find the rest of the BRST transformation laws, we require that the rest of the

action be invariant. Since δBA
a
µ has no terms with ba in it, and Leff has terms with only Aµ

and a term −ba∂µ(Dµc)
a, we must have (Dµc)

a invariant, at least when multiplied by ∂µb
a

(if not, there would be a term in the variation −ba∂µδ(Dµc)
a that could not be cancelled).

We have explicitly

δB(Dµc)
a = ∂µ(δBc

a) + gfabc(Dµc)
bΛcc + gfabcA

b
µ(δBc

c). (14.18)

We can combine the first and the third terms into Dµ to find the equation

δB(Dµc)
a = Dµ(δBc

a) +
1

2
Dµ(gfabcc

bΛcc) = 0 , (14.19)

but only if we have the following identity satisfied (the terms with ∂µ are clearly the same
in the two expressions, and only the terms with Aµ need to be checked)[

1

2
fapqf

q
bc − faqcf qpb

]
Apµc

bΛcc = 0 , (14.20)

where the first term comes from 1/2Dµ(gfabcc
bΛcc) (in the final form for the variation) and

the second term comes from gfabc(Dµc)
bΛcc (in the initial form for the variation). The

above equality follows from the Jacobi identity (coming from the double commutator of the
generators of the Lie algebra)

fapqf
q
bc + fabqf

q
cp + facqf

q
pb = 0 , (14.21)

by noticing that the last two terms are equal when multiplied by an antisymmetric factor
in (bc) like cbcc, and then by renaming the indices, using antisymmetry and multiplying by
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1/2 we get the needed equality. The solution to (14.19) is found by first putting Aµ = 0, in
which case we can peel off the ∂µ in both terms in the equation, to find

δBc
a =

1

2
gfabcc

bccΛ , (14.22)

and then we can check that the Aµ terms also cancel identically.
Finally, now that we fixed the variation of ca such that (Dµc)

a is invariant, we have that
the variation of the ghost term is

δBLghost = −(δBb
a)∂µ(Dµc)

a , (14.23)

and it needs to cancel against the variation of the gauge fixing term (since the classical term
is invariant)

δBLgauge fix =
1

α
(∂ρAρ)∂

µ(Dµc)
aΛ. (14.24)

This is achieved if

δBb
a = − 1

α
(∂ρAρ)Λ. (14.25)

In conclusion, the BRST transformation laws are

δBA
a
µ = (Dµc)

aΛ

δBc
a =

1

2
gfabcc

bccΛ

δBb
a = − 1

α
∂µAaµΛ. (14.26)

For more general gauge fixing terms, written as

Lg.fix = +
1

2
γabF

aF b , (14.27)

where for the Lorenz gauge we have F a = ∂µAaµ and γab = δab/α, as we saw in lecture 11,
we can write the ghost action as

−ba
∂F a

∂Acµ
Dcb
µ c

b = −ba(δBF a)/Λ. (14.28)

Here /Λ means we take away Λ from the right (remember that Λ is anticommuting, so taking
it away from the left or the right differs by a minus sign). Then the invariance of δBF

a/Λ
fixes the same δBc

a as before, and in turn that implies

δBba = −γabF bΛ , (14.29)

since

δB(+
1

2
γabF

bF a)− (δBba)δBF
a/Λ = γabF

bδBF
a = (−γabF bΛ)δBF

a/Λ = 0. (14.30)
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Nilpotency of QB and the auxiliary field formulation.
We can define a BRST charge QB that acts by eQBΛ, e.g. δBA

a
µ = (QBA

a
µ)Λ, etc. Then

QB can be made nilpotent, i.e.
Q2
B = 0. (14.31)

Proof.
We saw that δBA

a
µ = (Dµc)

aΛ, and δB(Dµc)
a = 0, so δ2

BA
a
µ = 0.

We also saw that δca = 1
2
gfabcc

bccΛ, and on the other hand

δB(fabcc
bcc) = 2fabcc

bδcc = gfabcf
c
dec

bcdce , (14.32)

but this is zero by the Jacobi identity, since cbcdce is totally antisymmetric in (bde), and

fa[b|c|f
c
de] = 0. (14.33)

It follows that
δ2
Bc

a = 0. (14.34)

On the other hand, on ba, it is not quite nilpotent, since

δ2
Bb

a = − 1

α
∂µ(δBA

a
µ)Λ1 = − 1

α
∂µ(Dµc)

aΛ2Λ1. (14.35)

However, note that ∂µ(Dµc)
a is the field equation for ba, so δ2

Bb
a = 0 on-shell, or Q2

B = 0
on-shell.

This is a familiar situation for symmetries, in particular for supersymmetry. The algebra
of charges closes only on-shell, so in order to make it close off-shell we must go to a first
order formulation, through the introduction of auxiliary fields, with field equation related to
the term we want to cancel.

In our case, the problematic term arises from δB(−(∂µAµ)/α), which is related to the vari-
ation of the gauge fixing term. We will fix it introducing an auxiliary field called Nakanishi-
Lautrup field da.

Then we write the gauge fixing term in first order formulation, as

Lg.fix = −α
2

(da)
2 − da(∂ρAaρ). (14.36)

The equation of motion for the auxiliary field da gives

da = − 1

α
(∂ρAaρ) , (14.37)

which is what we have in the variation δB of ba. By replacing it in the gauge fixing term, we
get back to the second order formulation.

Therefore we write the new variations of ba and da as

δBba = daΛ; δBda = 0. (14.38)

Now we see explicitly that
δ2
Bba = 0 = δ2

Bda ⇒ Q2
B = 0. (14.39)
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Let us verify that the above variations leave the quantum action invariant. We have
δB(α(da)

2/2) = 0, and
daδB(∂ρAρ) + (δBba)∂

µ(Dµc)
a = 0 , (14.40)

so indeed the action is invariant.
And now, as promised, Q2

B = 0 off-shell. Since δB acts by QBΛ, and Ngh[Λ] = −1, it
follows that Ngh[QB] = +1. A more important observation is that the rules are now purely
kinematical,

δBA
a
µ = (Dµc)

aΛ; δBc
a =

1

2
gfabcc

bcc

δBba = daΛ; δBda = 0. (14.41)

Indeed, we see that they are completely independent of the gauge fixing term, in particular
are independent of α, so they apply to any quantum gauge theory.

The gauge fixing term can be rewritten as

−1

2
γabdadb − daF a = −1

2
γabdaδBbb/Λ− (δBba)/ΛF

a , (14.42)

and we already saw that the ghost term is

−baδBF a/Λ , (14.43)

so all in all the quantum action can be written as

Lqu = Lclass − δB
(
ba

(
F a +

γab

2
db

))
/Λ. (14.44)

This form is valid more generally, and it trivializes the BRST invariance of the quantum
action, δBLqu = 0, since it is now simply a result of the gauge invariance of the classical
action, plus the nilpotency of QB, Q2

B = 0, which is as we saw true for the kinematical
(model-independent) transformations (14.41).

The quantity

ψ ≡ ba

(
F a +

γab

2
db

)
, (14.45)

is called the gauge fixing fermion, and it can be made even more general. In terms of it, the
action is

Lqu = Lclass + {QB, ψ}. (14.46)

Important concepts to remember

• Only nonabelian gauge fields have a negative contribution to β1, fermions and scalars
have a positive contribution, and abelian gauge fields zero.

• SU(Nc) gauge theory with Nf < 11Nc/2 flavors is asymptotically free and IR enslaved.
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• In particular, QCD is asymptotically free and IR enslaved, reason for confinement at
large distances.

• BRST symmetry is a global remnant of gauge invariance (residual gauge symmetry)
in a gauge fixed theory.

• It has an anticommuting parameter of mass dimension −1 and ghost number −1, and
is defined by δBA

a
µ = (Dµc)

aΛ.

• The BRST charge QB, of ghost number +1, is nilpotent on-shell, Q2
B = 0, and if we

introduce the Nakanishi-Lautrup auxiliary field da, it is nilpotent off-shell.

• With da, the transformation rules are purely kinematical, i.e. independent on the gauge
or model, and the Lagrangean is written as the classical piece, plus the variation of
a gauge fixing fermion, Lqu = Lclass + {QB, ψ}, which trivializes its invariance, since
Q2
B = 0.

Further reading: See chapter 7.6 in [5] and chapter 16.6,16.7 in [3].
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Exercises, Lecture 14

1) Calculate explicitly the beta function for an SO(Nc) gauge theory withNf fundamental
flavours.

2) Anti-BRST invariance. Is obtained by interchanging b and c in the transformations
rules, i.e.

δB̄A
a
µ = (Dµb)

aζ; δB̄b
a =

1

2
gfabcb

bbcζ , (14.47)

together with
δB̄c

a = −daζ + gfabcb
bccζ; δB̄d

a = −gfabcbbdcζ. (14.48)

Verify the nilpotency of δB̄ and independence of δB, δB̄, i.e.

δB(Λ1)δB(Λ2) = δB̄(ζ1)δB̄(ζ2) = 0 = [δB(Λ), δB̄(ζ)] = 0. (14.49)

[Note: A BRST-invariant and anti-BRST-invariant model is the Curci-Ferrari model,
which in Minkowski space is

L = Lclass−
1

2α
(∂µA

a
µ)2+

1

2
ba(∂

µDµ+Dµ∂
µ)ca+

g2α

8
(fabcb

bcc)2+
α

2
(da+

1

α
∂µA

a
µ−

1

2
gfabcb

bcc)2.

(14.50)
]
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15 Lecture 15. Lee-Zinn-Justin identities and the struc-

ture of divergences (formal renormalization of gauge

theories)

In this lecture we will put the BRST formalism to good use, and derive from it the general
structure of divergences, thus prooving the renormalizability of gauge theories at one-loop.
The proof can be extended to all loops.

We start from the observation that the quantum action is invariant under BRST transfor-
mations. The integration measure is invariant as well. This statement needs to be tempered
a bit. We will discuss anomalies later on in the course, but anomalies can arise from non-
invariance of the integration measure. The potential anomaly coming from the Jacobian of
gauge transformations is QB−exact, i.e.,

Anomaly = δB∆S. (15.1)

That means that any actual anomaly can be removed by a local finite counterterm ∆S (the
coefficient would depend on the regulator). We will not prove it here, and instead we will
simply assume the invariance of the measure.

But the source terms are not invariant under BRST. The sources themselves are invariant,
meaning that the source terms transform as

δB(J · A+ βac
a + ba · γa) = (J ·QBA+ βa ·QBc

a + (QBba) · γa)Λ. (15.2)

Then we proceed like in the proof of Ward identities, to which these are related in spirit (they
both come from invariance under a -global- symmetry). We make a change of variables in
the path integral from the original ones to the BRST-transformed ones. The change leaves
the partition function invariant. Since Seff and the measure are also invariant, we obtain

0 =

∫
DA

∫
Db
∫
Dc{

∫
ddx(J ·QBA+ βa ·QBc

a +QBba · γa)e−Seff [A,b,c]+
∫
ddx[J ·A+β·c+b·γ]}.

(15.3)
One could continue like this, but Lee and Zinn-Justin introduced a useful trick, to in-

troduce new sources for QBA and QBc, which are nonlinear in the fields. Note that QBb is
linear in the fields, = −1/α(∂µAµ), so it does not need an extra source. These sources are
useful since we have things like

〈δBAaµ〉/Λ→ 〈gfabcAbµcc〉 6= gfabc〈Abµ〉〈cc〉 , (15.4)

but we would like to write equations involving products of VEVs arising from single BRST
transformations, as we shall see.

Therefore we add to the exponent

−Sextra,source =

∫
ddx[Ka

µ(QBA)aµ − La(QBc)
a] =

∫
ddx

[
Ka
µ(Dµc)

a − La g
2
fabcc

bcc
]
. (15.5)
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This term is still invariant, since the new sources are invariant, QBK
a
µ = QBL

a = 0, and the
rest is QB(...), and Q2

B = 0. These Ka
µ and La are extended to objects called ”antifields” in

the formalism with the same name. Here Ka
µ is anticommuting, whereas La is commuting

(and ba, c
a, βa, γa are anticommuting).

Then (15.3) can be rewritten as usual, with derivatives acting on the partition function
Z = e−W , as

0 =

∫
ddx

[
Jaµ ·

δ

δKa
µ

− βa
δ

δLa
− 1

α
∂µ

(
δ

δJaµ

)
· γa
]
e−W [J,β,γ,K,L] , (15.6)

i.e. as

0 =

∫
ddx

[
Jaµ ·

δ

δKa
µ

− βa
δ

δLa
− 1

α
∂µ

(
δ

δJaµ

)
· γa
]
W [J, β, γ,K, L]. (15.7)

This is the equivalent of a Ward identitiy, or a Dyson-Schwinger identity, since it is an
identity on n-point functions derived from the invariance of the path integral.

Like in the Ward or Dyson-Schwinger case, we can make a Legendre transform to the
1PI case,

Γ[Aa,clµ , bcla , c
a,cl, Ka

µ, L
a] = W [Jaµ , βa, γ

a, Ka
µ, L

a] +

∫
ddx(JaµA

a,cl
µ + βac

a,cl + bcla γ
a). (15.8)

From this Legendre transform we obtain

δΓ

δAa,clµ

= Jaµ ;
δΓ

δca,cl
= −βa;

δΓ

δba
= γa

δΓ

δKa
µ

=
δW

δKa
µ

;
δΓ

δLa
=
δW

δLa
;

δW

δJµ
= −Aclµ . (15.9)

Substituting these relations in (15.7) we obtain∫
ddx

[
δΓ

δAaµ

δΓ

δKa
µ

+
δΓ

δca,cl
δΓ

δLa
+
δΓ

δbcla

1

α
(∂µA

cl
µ )

]
(15.10)

Another relation is obtained in a similar manner with the first, from the fact that the
measure is invariant under a shift in the ba field, ba → ba + δba. Changing integration
variables, using the invariance of the measure and the fact that

δ(Leff + Lsource + Lextra,source) = −δba[∂µ(Dµc)
a + γa] = −δba[∂µ(QBAµ)a + γa] , (15.11)

we get

0 =

∫
DAµDbaDca

∫
ddxδba(x)[∂µ(QBAµ)a + γa]e−Seff [A,b,c]+

∫
ddx(J ·A+β·c+b·γ) (15.12)

which is true for any δba(x), so we can write a local relation, and writing QBA
a
µ as δ/δKa

µ

and extracting it outside the path integral, we obtain

0 =

(
∂µ

δ

δKa
µ

+ γa
)
e−W [J,β,γ,K,L] , (15.13)
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giving finally

∂µ
δ

δKa
µ

W [J, β, γ,K, L] = γa. (15.14)

Writing this relation in terms of the effective action Γ as we did above for the first relation
(15.10), we obtain

∂µ
δΓ

δKa
µ

− δΓ

δbcla
= 0 (15.15)

From the relations (15.10) and (15.15) we will derive the Slavnov-Taylor identities.
But before, we can simplify them a bit by removing from the effective action the classical

gauge fixing term, by defining

Γ̃[A, b, c,K, L] = Γ[A, b, c,K, L]− 1

2α

∫
ddx(∂µAaµ)2. (15.16)

Indeed, note that
∫
Dfieldse−(S+ 1

2α
(∂µAaµ)2) = Z = e−W and Γ = W + (...), so Γ(0) contains

1/2α(∂µAaµ)2.

Then (15.15) is rewrittten in the same way with Γ̃ instead of Γ, and (15.10) is rewritten,
using also (15.15) without the last term. Together, the relations are now∫

ddx

[
δΓ̃

δAaµ

δΓ̃

δKa
µ

+
δΓ̃

δca,cl
δΓ̃

δLa

]
= 0 (15.17)

∂µ
δΓ̃

δKa
µ

− δΓ̃

δbcla
= 0. (15.18)

These are called the Lee-Zinn-Justin identities.

L

+
+

a)

b)
c)

K

K

Figure 46: BRST divergences: a) For Ka
µ∂µc

a. b) For gfabcK
a
µA

b
µc
c. c) For gfabcL

acbcc.

Structure of divergences
We now use these relations to prove the renormalizability of gauge theories at one-loop

(and the proof can be extended by induction to all orders). We will also derive the Slavnov-
Taylor identities from the Lee-Zinn-Justin identities.
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The new source terms

K(QBA)− L(QBc) = Ka
µ(∂µc

a + gfabcA
b
µc
c) + La

g

2
fabcc

bcc , (15.19)

induce 3 new divergences in the quantum effective action, as seen in Fig.46. The sources Ka
µ

and La are represented by crossed circles with K or L on them.
Then the one-loop divergent graph correcting the Ka

µ∂µc
a term comes is a Ka

µA
b
µc
c vertex

with the gluon line ending again on the gluon line. This graph is divergent, since it is the same
Feynman integral (with different multiplying factors) as the ghost propagator correction at
one-loop (replace the K vertex with just ghost line continuing on).

The one-loop divergent graph correcting the gfabcK
a
µA

b
µc
c vertex comes from the vertex

itself, with a ghost line exchanged between the ghost and gluon lines, and interchanging
them (turning gluon into ghost and vive versa). The graph is divergent, since it is the
same Feynman integral (with different multiplying factors) as a ghost-ghost-gluon vertex
correction at one loop (replace the K vertex with a ghost line continuing on).

The one-loop divergent graph correcting the gfabcL
acbcc vertex comes from the vertex

itself, with a gluon line interchanged between the two ghost lines. It is divergent, since it
is the same Feynman integral as the one diagram replacing the L vertex with a gluon line
continuing on, which is just the same graph as above, rotated at 90 degrees.

Therefore at one-loop, we can isolate the divergent part that depends on Ka
µ and La as

having these 3 possible divergent structures, obtaining

Γ̃div[A
cl, bcl, ccl, K, L] = Γ̃div[A

cl, bcl, ccl]− (Z̃3 − 1)

∫
ddxKa

µ∂
µca

−(Z̃1 − 1)

∫
ddxgfabcK

a
µA

b
µc
c + (X − 1)

∫
ddxLa

(
−g

2
fabcc

bcc
)
,

(15.20)

where we have written 3 renormalization factors, Z̃3, Z̃1 and X. The first two, we have
anticipated a bit that they will be the same as the previously defined Z̃3 and Z̃1, which we
will prove shortly. Otherwise, we could have called them Ỹ2, Ỹ1 and show that they equal
Z̃3, Z̃1.

We can now use (15.17) and (15.18) to determine Γ̃div, by expanding in loop order,

Γ̃ = Γ̃(0) + ~Γ̃
(1)
div +O(~2) , (15.21)

and using

Γ̃(0) =

∫
ddx

[
1

4
(F a

µν)
2 − ba∂µDµc

a −Ka
µQBA

a
µ + LaQBc

a

]
. (15.22)

Replacing this in (15.18) and concentrating on the divergent part (to one-loop), we obtain

δΓ̃

δba
= ∂µ

δΓ̃

δKa
µ

= −(Z̃3 − 1)∂µ∂µc
a − (Z̃1 − 1)gfabc∂

µ(Abµc
c) , (15.23)
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where in the second equality we have substituted the form of Γ̃div, whose Ka dependence
was fixed. We can now integrate this relation with respect to ba and obtain

Γ̃div[A, b, c] = Γ̃div[A]−
∫
ddx

[
(Z̃3 − 1)ba∂

µ∂µc
a + (Z̃1 − 1)bagf

a
bc∂

µ(Abµc
c)
]
. (15.24)

Thus we see that indeed Z̃3 and Z̃1 are the objects we have defined before, the renormaliation
of the ghost propagator and ghost-ghost-gluon vertex, respectively.

We note that we have, in two short steps, fixed the dependence of the divergent piece on
all fields except Aaµ.

To fix that as well, we look at the simple pole (single divergence) of (15.17). Indeed, there
we have also a double divergence, coming from the term where both Γ̃ factors are divergent,
but we want to focus instead on the terms where one Γ̃ is divergent and one is finite, so we
have at one-loop,

0 =

∫
ddx

[(
δΓ̃div
δAaµ

δΓ̃(0)

δKa
µ

+
δΓ̃(0)

δAaµ

δΓ̃div

δKa
µ

)
+

(
δΓ̃div

δca
δΓ̃(0)

δLa
+
δΓ̃(0)

δca
δΓ̃div
δLa

)]
. (15.25)

Now we must insert in this equation the expressions for Γ̃div and Γ̃(0) and identify terms.
We will organize the calculation according to the types of terms in the expanded equation.

1. Terms linear in Ka
µ.

We can check that the terms coming from the second and 3rd terms in (15.25) cancel,
leaving the contributions of the first and 4th terms, giving

0 =

∫
ddx[(Z̃1 − 1)Ka

µgf
a
bcc

c]Dµc
b −
∫
ddx(X − 1)

[
(−DµK

a
µ)
(
−g

2
fabcc

bcc
)]

, (15.26)

which after a partial integration of Dµ and a rearranging of the terms gives

X = Z̃1. (15.27)

2. Terms linear in A and not containing K and L, and linear in c.
We write an expansion in A of Γ̃div[A],

Γ̃div[A] = Γ̃
(2)
div[A] + Γ̃

(3)
div[A] + Γ̃

(4)
div[A]. (15.28)

Then of course, the contribution to these terms from Γ̃div[A] is entirely from Γ̃
(2)
div[A], to

obtain linear terms in A after derivation. The variation of 1/4(F a
µν)

2 with respect to Aaν
gives −DµF a

µν , as we know (from the YM equation of motion). We obtain, from the first
two terms in (15.25),

0 =

∫
ddx

{
−δΓ̃

(2)
div[A]

δAaµ
(Dµc

a) + (DµF a
µν)lin.A[(Z̃3 − 1)∂νc

a + (Z̃1 − 1)gfabcA
b
νc
c]|no A

}
.

(15.29)
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But note that by partial integration of the (Z̃3−1) term we obtain ∂νDµFµν |lin.A = ∂µ∂ν(∂µAν−
∂νAµ) = 0, and the (Z̃1 − 1) term has too many Aµ’s. Therefore we obtain∫

ddx
δΓ̃

(2)
div[A]

δAaµ
∂µc

a = 0, (15.30)

which by partial integration gives

∂µ
δΓ

(2)
div

δAaµ
= 0 , (15.31)

which means that Γ
(2)
div[A] is transverse, which uniquely selects the form of the kinetic term,

i.e. we must have

Γ̃
(2)
div[A] = (Z3 − 1)

∫
ddx

1

2
(∂µA

a
ν − ∂νAaµ)2. (15.32)

3. Terms quadratic in A and not containing K and L.
We continue with the expansion in A of the same terms as above, giving

0 =

∫
ddx

{
−δΓ̃

(3)

δAaµ
∂µc

a − δΓ̃(2)

δAaµ
gfabcA

b
µc
c + ∂µ(∂µA

a
ν − ∂νAaµ)(Z̃1 − 1)gfabcA

b
νc
c

+gfabcA
b
µ(∂µA

c
ν − ∂νAcµ)(Z̃3 − 1)∂νc

a
}
, (15.33)

which can be rewritten as∫
ddx

[
δΓ̃(3)

δAaµ
+ (Z3 − Z̃1 − Z̃3 − 1)gfabc(∂µA

b
ν − ∂νAbµ)Acν

]
∂µc

a = 0. (15.34)

Since this relation is valid for any ca, we can put the [] bracket to zero and integrate it, to
give

Γ̃
(3)
div[A] = (Z3 + Z̃1 − Z̃3 − 1)

∫
ddx

1

2
gfabcA

a
µA

b
ν(∂µA

c
ν − ∂νAcµ). (15.35)

This is again of the type of the classical 3-gluon coupling, like in the explicit one-loop
renormalization. The coefficient was usually called Z1 at one-loop, so

Z
(1)
1 = Z

(1)
3 + Z̃

(1)
1 − Z̃

(1)
3 = Z3

Z̃1

Z̃3

+O(~2). (15.36)

4. Terms cubic in A and not containing K and L.
We will not do this explicitly, but the analysis is similar, and the result is

Γ̃
(4)
div[A] = (Z3 + 2Z̃1 − 2Z̃3 − 1)

g2

4
fabcfade

∫
ddxAbµA

c
νA

d
µA

e
ν . (15.37)

Yet again this is of the type of the classical 4-gluon coupling, like in the explicit one-loop
renormalization. The coefficient was usually called Z4 at one-loop, so

Z
(1)
4 = Z

(1)
3 + 2Z

(1)
1 − 2Z̃

(1)
3 = Z3

Z̃2
1

Z̃2
3

+O(~2). (15.38)
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Then we see that (15.36) and (15.38) are the two Slavnov-Taylor identities at one-loop,
as promised.

In conclusion, from the Lee-Zinn-Justin identities (coming from BRST invariance), we
have completely fixed the form of the divergent part of the quantum effective action, and
derived the Slavnov-Taylor identities.

The extra source terms are

K(QBA) = Ka
µ(Z̃3∂µc

a + Z̃1gf
a
bcA

b
µc
c)

L(QBc) = LaX
(g

2
fabcc

bcc
)
. (15.39)

Using the renormalizations defined at one-loop,

b0, c0 =

√
Z̃3b, c; A0 =

√
Z3A; g0 = g

Z1

Z
3/2
3

, (15.40)

we can write

K(QBA) = Ka
µ

√
Z̃3(∂µc

a
0 + g0f

a
bcA

b
0µc

c
0) =

√
Z̃3K(QBA0µ)

L(QBc) =
√
Z3L

a
(g0

2
fabcc

b
0c
c
0

)
=
√
Z3L(QBc0) , (15.41)

therefore we deduce the renormalization of the sources

Ka
0µ =

√
Z̃3K

a
µ; La0 =

√
Z3L

a. (15.42)

In conclusion, we have the renormalization at one-loop

Γ(1−loop)[A, b, c,K, L, g, α] = Γ
(1−loop)
0 [A0, b0, c0, K0, L0, g0, α0] , (15.43)

which shows that the gauge theory is one-loop renormalizable (without calculating explicitly
anything).

This proof can be extended at any n-loops through induction, though we will not do it
here.

One can also include fermions to the analysis. The proof of the Lee-Zinn-Justin identities
in the case with fermions is left as exercise below, as is the proof of the Slavnov-Taylor
identities.

Important concepts to remember

• The quantum effective action is BRST invariant, and the measure is invariant up to a
possible anomaly that can be removed by a local finite counterterm.

• We derive the Lee-Zinn-Justin identities as quadratic identities on Γ̃, by adding source
terms for the nonlinear terms in the BRST transformations, Ka

µ(QBA)aµ and−La(QBc)
a,

besides the usual source terms βac
a+baγ

a, and finding the equations in a similar manner
to the Dyson-Schwinger identities or Ward identities.
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• The introduction of K and L generates 3 new divergent structures, but the Lee-Zinn-
Justin identities allow to completely fix the possible structure of divergences to be
exactly the one in the bare Lagrangean, thus proving renormalizability at one-loop.

• The proof can be generalized by induction to all loop orders, as well as to include
fermions, thus a general gauge theory is renormalizable.

• The renormalization of K and L is not independent (is written in terms of the other Z
factors), and the Slavnov-Taylor identities are also obtained from the Lee-Zinn-Justin
identities.

Further reading: See chapter 7.7.1 and 7.7.2 in [5] and chapter 16.4 in [3].
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Exercises, Lecture 15

1) Introduce fermions into the gauge theory,

δBψi = −(T a)ijc
aψjΛ , (15.44)

and add to the action the fermi terms

Sfermi =

∫
ddxψ̄(D/ +m)ψ[−H̄iα(QBψ)iα − (QBψ̄)iαHiα] (15.45)

and the fermion source terms∫
ddx[ζ̄iαψiα + ψ̄iαζiα + H̄iα(QBψ)iα + (QBψ̄)iαHiα]. (15.46)

Find the generalized Lee-Zinn-Justin identities, first for W [J, β, γ,K, L, ζ, ζ̄, H, H̄] and then
for Γ and Γ̃[A, b, c, ψ, ψ̄,K, L,H, H̄].

2) Check that we get the correct Slavnov-Taylor identities at one-loop.
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16 Lecture 16. BRST quantization

We obtained BRST symmetry as a symmetry of gauge theories, and we saw that we could
use it to get a proper understanding of the quantum theory, since it allowed a formal proof
of renormalizability.

But more generally, we can turn it into a quantization procedure for any theory with a
local invariance (like gauge invariance) that needs gauge fixing. BRST quantization builds
upon the Dirac formalism for quantization of constrained systems, and is extended to the
Batalin-Vilkovisky (BV, or field-antifield) formalism, that will not be treated here, but only
mentioned at the end of the lecture.

So we have: Dirac quantization extends to BRST quantization, that extends to the BV
formalism.

Review of the Dirac formalism
We will take a quick review of the salient points of the Dirac formalism, since we will

build upon it to develop BRST quantization.
One starts with a system obeying a set of primary constraints

φm(q, p) = 0; m = 1, ...,M. (16.1)

If a quantity is equal to zero only by using the constraints, we say we have a weak equality,
and write ≈ 0, and we mean that we do all derivations, and only at the end of the calculation
we put φm = 0.

Then for some function of phase space, g(q, p), the time evolution will be given in weak
equality by the Poisson bracket with the total Hamiltonian HT ,

HT = H + umφm , (16.2)

where H = H0 is the classical Hamiltonian (without the constraints) i.e.,

ġ ≈ {g,HT}P.B.. (16.3)

Since the time evolution must preserve the constraints, we must have φ̇m = 0, which implies
that we need to have the weak equality

{φm, H}P.B. + un{φm, φn}P.B. ≈ 0. (16.4)

These will in general generate secondary constraints (we repeat the procedure of finding new
constraints, then imposing that their time evolution is zero, until we don’t get any more new
constraints) φk, k = M + 1, ...,M +K. The set of all constraints will be denoted by

φj ≈ 0, j = 1, ...,M +K. (16.5)

We next define a first class function of phase space R(q, p) if its Poisson bracket with all
the constraints is weakly zero, i.e.

{R, φj}P.B. ≈ 0 (= rjj′φj′). (16.6)
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Of course, a particular case is of first class constraints φa, that must therefore satisfy a kind
of algebra, {φa, φj} = faj

j′φj′ .
A function of phase space is second class if there is at least one j for which {R, φj} is not

weakly zero.
Since the set of φj is the full set of constraints obtained from time evolution, it follows

by definition that for all of them we need to have weakly zero Poisson brackets with HT ,

{φj, HT} ≈ {φj, H}+ um{φj, φm} ≈ 0. (16.7)

This is now thought of as a set of equations for the coefficients um, solved by a particular
solution Um of the inhomogeneous equation (the equation above), plus linear solutions of the
homogenous equation with arbitrary (numerical) coefficients, i.e.

um = Um + vaVam , (16.8)

where
Vam{φj, φm} ≈ 0. (16.9)

Then we can rewrite the total Hamiltonian

HT = H + Umφm + vaVamφm , (16.10)

where

φa = vamφm
H ′ = H + Umφm. (16.11)

Note that by definition, since Vam{φm, φj}P.B. ≈ 0, Vamφm = φa are first class constraints.
Also, since Um is a particular solution of the inhomogenous equation, we have {φj, H ′}P.B. ≈
0, so H ′ is also first class.

But φa are only independent first class primary constraints, and there is nothing special
about primary constraints. So we define the extended Hamiltonian by adding also the first
class secondary constraints, so as to have all the first class constraints in it,

HE = HT + va′φa′ . (16.12)

Dirac brackets
To quantize, we need to define brackets that replace the Poisson brackets, to deal with

the second class constraints.
Consider χs the independent second class constraints, and define the matrix css′ as the

inverse of the bracket of constraints

css′{χs′ , χs′′} = δss′′ . (16.13)

Then the Dirac bracket is defined as

[f, g]D.B. = {f, g}P.B. − {f, χs}P.B.css′{χs′ , g}P.B.. (16.14)
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Then the time evolution using the Dirac brackets is the same as the one using the Poisson
brackets,

[g,HT ]D.B. ≈ {g,HT}P.B. ≈ ġ , (16.15)

but now the Dirac brackets of any function of phase space with the second class constraints
is strongly (identically) zero,

[f, χs′′ ]D.B. = {f, χs′′}P.B. − {f, χs}P.B.css′{χs′ , χs′′}P.B. = 0. (16.16)

That means that we can impose the second class constraints operatorially on states in order
to quantize,

χ̂s|ψ〉 = 0 , (16.17)

and the Dirac brackets are quantized to the commutators, instead of the Poisson brackets.
BRST quantization
We saw in the Lagrangean formalism that the BRST quantum action is writen as

Lqu = Lclass +QBΨ , (16.18)

where Ψ is the gauge fixing fermion. More precisely, since QB is an operator, we really have

Lqu = Lclass + {QB,Ψ} . (16.19)

BRST quantization is a Hamiltonian formalism, since it is based on the Dirac formalism.
As such, we must use Minkowski signature. In Minkowski signature,

Ψ = −ba
(
F a +

α

2
da
)
. (16.20)

In a Hamiltonian formalism, one has states |ψ〉, for instance intial and final states |i〉 and
|f〉, and observables are transition amplitudes 〈f |i〉. As such, they should be independent
of the choice of gauge, thus independent on the change in gauge fixing function F a. Then,
under a small change δF a, such that δΨ = baδF

a, the variation of the transition amplitude,
written as a path integral,

〈f |i〉 =

∫
DfieldseiS , (16.21)

is given by

δ〈f |i〉 =

∫
DfieldseiSiδS = i〈f |{QB, δΨ}|i〉 , (16.22)

and it must be zero. Assuming that QB is hermitean, Q†B = QB, putting the two terms in
the anticommutator term above to zero gives 〈f |QB = 0 and QB|i〉 = 0, so that QB|f〉 =
QB|i〉 = 0. That means that all physical states must be BRST-invariant,

QB|ψ〉 = 0. (16.23)

We say that physical states are QB−closed. On the other hand, physical states that differ
by QB−exact terms, i.e. terms that are QB of something else, are equivalent

|ψ′〉 = |ψ〉+QB|χ〉 ∼ |ψ〉. (16.24)
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Note that then
QB|ψ′〉 = QB|ψ〉+Q2

B|χ〉 = 0 , (16.25)

so it is also physical. The equivalence means that matrix elements are identical. Consider
the matrix element with another physical state |ψ̃〉, (QB|ψ̃〉 = 0)

〈ψ′|ψ̃〉 = 〈ψ|ψ̃〉+ 〈χ|QB|ψ̃〉 = 〈ψ|ψ̃〉. (16.26)

These matrix elements must also be preserved under time evolution, which means that

〈ψ′|HBRST |ψ̃〉 = 〈ψ|HBRST |ψ̃〉+ 〈χ|HBRSTQB|ψ̃〉+ 〈χ|[QB, HBRST ]|ψ̃〉 , (16.27)

and this must be equal to 〈ψ|HBRST |ψ̃〉. The middle term is zero since QB|ψ̃〉 = 0, which
means that we need to have (since the states |χ〉 and |ψ̃〉 are arbitrary)

[QB, HBRST ] = 0. (16.28)

In order to define the BRST Hamiltonian HBRST , we must consider the Hamiltonian a
la Dirac, in the presence of constraints. But moreover, we need to define QB and HBRST

together, such that Q2
B = 0 and [QB, HBRST ] = 0.

The quantization is done by defining a Hilbert space of states. From the above consid-
erations, physical states are states in the QB−cohomology, since we need to have QB−exact
states, QB|ψ〉 = 0, modulo QB−exact states, i.e. |ψ〉 ∼ |ψ〉+QB|χ〉.

In general, the cohomology of an operator that squares to zero is the coset defined as
closed states, modulo exact states (equivalence classes under the equivalence by exact states),

QB − Cohomology =
QB − closed

QB − exact
, (16.29)

or that the Hilbert space is

HBRST =
Hclosed

Hexact

. (16.30)

The notion of cohomology should be familiar (except for the mathematical language),
since the cohomology of the exterior derivative d = dxµ∂µ is nothing but the familiar one of
physical states in electromagnetism. We have d2 = 0, and pure gauge fields (in the absence
of matter) satisfy F = dA = 0, i.e. are d-closed, and equivalent gauge field configurations
differ by d-exact terms, since gauge invariance is A ∼ A + dλ. Then the cohomology of d
over 1-forms is the cohomology of gauge fields, i.e. the physical states for fields of vanishing
field strength. The cohomology of d is naturally extended for p-forms instead of 1-forms,
giving the p-th cohomology of d.

Example of BRST quantization: Electromagnetism in Lorenz gauge.
At this intermediate stage, we give a simple example for the BRST quantization formalism

described so far, for abelian gauge fields, i.e. electromagnetism. The example is kind of
trivial, but will show explicitly how some of the abstract ideas described above work.

The BRST transformations for the abelian gauge fields (so fabc = 0) in Minkowski
signature are

δBAµ = ∂µcΛ; δBb =
1

α
∂µAµ; δBc = 0. (16.31)
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Consider now canonical quantization of the fields Aµ, b, c, without taking into account
the gauge invariance and constraints from gauge fixing

Aµ(x) =

∫
d3p

(2π)3/2

1√
2p0

[
aµ(~p)eip·x + a†µ(~p)e−ip·x

]
c(x) =

∫
d3p

(2π)3/2

1√
2p0

[
c(~p)eip·x + c†(~p)e−ip·x

]
b(x) =

∫
d3p

(2π)3/2

1√
2p0

[
b(~p)eip·x + b†(~p)e−ip·x

]
. (16.32)

The BRST transformation acts by (anti)commuting with QB, so:
1.δBAµ = i[QB, Aµ]Λ is compared with δBAµ = ∂µcΛ. Substituting the forms of Aµ(x)

and c(x), we find
[QB, aµ(~p)] = +pµc(~p); [QB, a

†
µ(~p)] = −pµc†(~p). (16.33)

2.δBb = i{QB, b}Λ is compared with δBb = 1/α∂µAµ. Substituting the forms of b(x) and
Aµ(x), we find

{QB, b(~p)} =
1

α
pµaµ(~p); {QB, b

†(~p)} = − 1

α
pµa†µ(~p). (16.34)

3.δc = −{QB, c}Λ is compared with δBc = 0 to obtain

{QB, c(~p)} = {QB, c
†(~p)} = 0. (16.35)

We now construct the Hilbert space of physical states. They must satisfy QB|ψ〉 = 0.
Consider the state

|ψ〉 = eµa†µ(~p)|ψ̃〉 , (16.36)

where |ψ̃〉 is a physical state, i.e. QB|ψ̃〉 = 0. It satisfies

QB|ψ〉 = eµa†µ(~p)QB|ψ̃〉 − eµpµc†(~p)|ψ̃〉 = −eµpµc†(~p)|ψ̃〉. (16.37)

Therefore QB|ψ〉 = 0⇔ eµpµ = 0, so the state with one extra photon on top of |ψ̃〉 needs to
be transverse.

On the other hand, consider the state

QBb
†(~p)|ψ̃〉 = −b†(~p)QB|ψ̃〉 −

1

α
pµa†µ(~p)|ψ̃〉 = − 1

α
pµa†µ(~p)|ψ̃〉. (16.38)

It follows that

|ψ(eµ + βpµ)〉 = |ψ(eµ)〉+ βpµa†µ(~p)|ψ̃〉 = |ψ(eµ)〉 − αβQBb
†(~p)|ψ̃〉 , (16.39)

so we have equivalent states, eµ ∼ eµ + βpµ, as it should, for massless states pµpµ = 0.
On the other hand, we also learn that

QBb
†(~p)|ψ̃〉 = − 1

α
pµa†µ(~p)|ψ̃〉 6= 0 , (16.40)

161



so there are no states with ghosts in it, i.e. with b†(~p), among the physical states, since any
such b†(~p) added to a physical state turns it unphysical (QB on it is nonzero).

Finally, we see that

c†(~p)|ψ〉 = QB

(
−eµa†µ(~p)

e · p

)
|ψ〉 , (16.41)

so it is equivalent with zero (the relation above is proven by commuting QB on the right
hand side with a†µ(~p) and using QB|ψ〉 = 0).

So there are no b ghosts in physical states, and c ghosts are equivalent with zero. Therefore
the physical Hilbert space is composed only of transverse photons, as it should.

General formalism.
We now turn to the general formalism for BRST quantization.
As we mentioned, we need to define a QB and a HBRST that satisfy [QB, HBRST ] = 0

and Q2
B = 0 and then we construct the Hilbert space as the states of the QB-cohomology.

Until now Q2
B = 0 was assumed, but it is actually needed. Indeed, we want that the gauge

choice does not change the commutation relation [QB, HBRST ] = 0, so any δHBRST induced
by the gauge choice should preserve it, [QB, δHBRST ] = 0. But we saw that the gauge
choice in the action, and therefore in HBRST , comes from the gauge fixing fermion term,
δHBRST = −{QB, bAδF

A}. Then we have

0 = [QB, {QB, bAδF
A}] = [Q2

B, bAδF
A]⇒ Q2

B = 0. (16.42)

Note that there is the Fradkin-Vilkovitsky theorem, that the partition function

ZΨ =

∫
D(...)eiSqu (16.43)

is Ψ-independent.
So we need to construct QB and HBRST , which will be done by satisfying the above

conditions order by order in the number of fields, but we need to start somewhere, i.e. we
must define first order QB and HBRST in the fields. We turn to that next.

Quantum action
We start by writing the quantum action, as

Squ =

∫
dt
[
q̇ip

i + λ̇µπµ + η̇apa −HBRST + {ψ,QB}
]
. (16.44)

Here λµ are Lagrange multipliers, and πµ their conjugate momenta, which are also in general
first class constraints, so the total set of first class constraints is written as Ga = (φα, π

µ),
satisfying the algebra

[Ga, Gb] = fab
cGc. (16.45)

We also define the ghost phase space by

ηa = (cα,−p(b)α); pa = (p(c)α,−bα). (16.46)
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Then defining Poisson brackets

{cα, p(c)α} = −δαβ ; {bα, p(b)b} = −δβα (16.47)

imply that together
{ηa, pb} = −δab . (16.48)

Observation: in 2 dimensions, p(c) = b and p(b) = c, so the story is simpler.
Then in general, the first terms in the expansion of QB is

QB = ηaGa −
1

2
ηcηbfbc

apa(−)c. (16.49)

If fbc
a are constants (note that the algebra of constraints is an algebra of functions, so in

general the structure ”constants” can be fields, not actual constants), then the above implies
Q2
B = 0 from the Jacobi identities, which is left as an exercise to prove, and the Hamiltonian

in that order is
HBRST = H0 + ... (16.50)

In general however, we have

QB = ηb1 ...ηbn+1U
(n)
b1...bn+1

a1...an
pa1 ...pan (16.51)

and
HBRST = H0 + ηaV b

a pb + ... (16.52)

Here the algebra of first class constraints

{φα, φb} = fαβ
γφγ; {H0, φα} = V β

α φβ (16.53)

is generalized (extended) to

{Ga, Gb} = fab
cGc; {H0, Ga} = V b

aGb. (16.54)

The V b
a define the first correction to the classical Hamiltonian H0, and the fab

c define the
second term in QB, since as we saw above, we have

U (0)
a = Ga; U

(1)
b1b2

a1

= −1

2
fb1b2

a1(−)b2 . (16.55)

Finally, note that all the general BRST formalism described until now is classical, quan-
tum mechanics did not enter anywhere until now. Quantization is done by replacing the
Dirac brackets with the commutator, and finding the physical Hilbert space as the space of
states in the QB-cohomology, like we saw in the example of electromagnetism.

Example: Pure Yang-Mills.
We now turn to a more nontrivial example to explain the general BRST formalism

(though not the quantization, i.e. finding the QB-cohomology, which is similar to the elec-
tromagnetism case), the case of (nonabelian) Yang-Mills theory.
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The action of pure Yang-Mills in Minkowski space can be written as

S =

∫
d4x

[
−1

4
(F a

µν)
2

]
=

∫
dtd3x

[
−1

4
(F a

ij)
2 +

1

2
(Ȧai −DiA

a
0)2

]
, (16.56)

since
Ea
i = F a

0i = ∂0A
a
i − ∂iAa0 + gfabcA

b
0A

c
i = Ȧai −DiA

a
0. (16.57)

It follows that the momentum conjugate to Aai is

(πai ≡)pai = Ȧai −DiA
a
0 = F a

0i = Ea
i . (16.58)

We also define as usual

Ba
i =

1

2
εijkF

a
jk. (16.59)

We note that there is no momentum conjugate to A0 (there is no Ȧ0 in the action), so the
primary constraint of pure YM is

pa0 = 0. (16.60)

We can calculate the classical Hamiltonian by partially integrating a Di acting on Aa0 in the
action (16.56) and then writing

S =

∫
dtd3x[Ȧai p

a
i −HL] =

∫
dtd3x[ȦaiE

a
i −H0 + Aa0(DiE

a
i )] , (16.61)

to obtain

H0 =

∫
d3x

[
1

2
(pai )

2 +
1

2
(Ba

i )2

]
=

∫
d3x

[
1

2
(Ea

i )2 +
1

2
(Ba

i )2

]
(16.62)

where (Ea
i )2 should be understood as (pai )

2 in the Hamiltonian, and (Ba
i )2 = (F a

jk)
2/2. We

can also define the naive Hamiltonian HL as above, with

HL = H0 −
∫
d3xAa0DiE

a
i . (16.63)

We see that the time evolution of the primary constraint pa0 with the naive Hamiltonian,

ṗa0 ≈ {pa0, HL} = −DiE
a
i ≈ 0 , (16.64)

implies that the secondary constraint of the pure Yang-Mills is

DiE
a
i = 0. (16.65)

We can check there are no other secondary constraints, since the time variation of the above
vanishes,

{DiE
a
i , HL} = 0. (16.66)

From (16.61) we see that Aa0 appears as a Lagrange multiplier for the secondary constraint
DiE

a
i , hence the definition for HL differing from H0.
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The algebra of constraints is found easily. We have

{pa0(x), pb0(y)}P.B. = 0 (16.67)

On the other hand,

{pa0(x), DiE
b
i (y)}P.B. = {pa0(x), ∂ip

b
i(x) + gf bcdA

c
i(y)pdi (y)}P.B. = 0 , (16.68)

and

{DiE
a
i (x), DjE

b
j (y)}P.B. = {∂ipai (x) + gfacdA

c
i(x)pdi (x), ∂jp

b
j(y) + gf befA

e
j(y)pfj (y)}P.B.

= gfabcDiE
c
i (x)δ3(x− y). (16.69)

Therefore the constraints form a closed algebra, i.e. all constraints are first class, and the
structure constants are indeed constant, and are 0, 0, gfabc. Since all constraints are first
class, the Dirac brackets are just the Poisson brackets.

Therefore the constraints and the phase space coordinates are

Ga = (DiE
a
i , p

a
0); ηa = (ca,−p(b)a); pa = (p(c)a,−ba). (16.70)

Since the structure constants are actually constant, the BRST charge and Hamiltonian are
given by (16.49) and (16.50), giving

QB =

∫
d3x

[
ca(DiE

a
i )− p(b)apa0 −

1

2
gcbccfcb

ap(c)a

]
HBRST = H0 =

∫
d3x

[
1

2
(pai )

2 +
1

2
(Ba

i )2

]
. (16.71)

The (first class) constraints are

φ1 = pa0; φ2 = Dip
a
i . (16.72)

The naive Hamiltonian is

HL = H0 −
∫
d3xAa0∂ip

a
i . (16.73)

Since all constraints are first class, HE = HL. Note that the constraint pa0 = 0 does not
appear with Lagrange multiplier since it can be absorbed in the term pa0Ȧ

a
0.

Note that in the Dirac formalism, the classical action is written as

Scl =

∫
dt[q̇ip

i −H0 + λαφα] , (16.74)

where λα are Lagrange multipliers.
Now, in the BRST formalism, the quantum action (16.44) is written as

Squ =

∫
d4x

[
Ea
i Ȧ

a
i + pa0Ȧ

a
0 − p(c)aċa − p(b)aḃa −

1

2

{
(Ea

i )2 + (Ba
i )2
}

+ {ψ,QH}
]
. (16.75)

165



Here the first two terms are q̇ip
i, the next two are η̇apa, there are no λ̇µπµ terms, and we

have substituted HBRST = H0.
Note that we have described the classical part of the BRST formalism, but as we said,

the quantization procedure replaces Dirac brackets (which now equal Poisson brackets) with
commutators, and the physical Hilbert space is the space of the QB-cohomology. The pro-
cedure is more involved, but again we find only transverse gluons.

Batalin-Vilkovitsky formalism (field-antifield).
Finally, a few words about the generalization of the BRST formalism, the Batalin-

Vilkovitsky (BV) formalism, or field-antifield formalism.
When we have derived the Lee-Zinn-Justin identities and made a formal renormalization

of gauge theories, we have introduced sources Ka
µ and La for the nonlinear terms QBA and

QBc, namely Sextra =
∫

[Ka
µ(QBA)aµ − La(QBc)

a]. These sources are called antifields for Aaµ
and ca. In the BV formalism, one would introduce antifields also for ba and da. As we
argued there, for YM it is actually not needed to introduce such antifields, but in more
general situations it is.

Then BV is a Lagrangean formalism (where BRST was a Hamiltonian formalism), and
a Lorentz-covariant one. In it moreover, there is a simplicity that stems from the fact that
the BRST charge QBRST equals the antifield-extended quantum action S. Then we have

δBRSTφ
A = (φA, SΛ) , (16.76)

and instead of Q2
B = 0 and [QB, HBRST ] = 0 we have the master equation

(S, S) = 0. (16.77)

Important concepts to remember

• BRST quantization is based on the Dirac formalism, and extends to the BV formalism.

• The extended Hamiltonian adds to a first class Hamiltonian all the first class con-
straints.

• Dirac brackets are introduced so as to make trivial the second class constraints, [f, χs] =
0 strongly for any f(q, p), so that we can impose χs on states when quantizing, χ̂s|ψ〉 =
0.

• The physical Hilbert space of BRST quantization is the QB-cohomology, i.e. QB-closed
states, modulo QB-exact states.

• We need to construct the operators QB and HBRST order by order in the fields, such
as to have Q2

B = 0 and [QB, HBRST ] = 0.

• For electromagnetism, the BRST quantization selects a Hilbert space without b or c
ghosts, and with only transverse photons, eµa†µ(~p), with eµpµ = 0.
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• In general, QB = ηaGa − 1/2ηcηbfbc
apa(−)c + ... and HBRST = H0 + ηaV b

a pb + ....

• In YM theory, the primary constraint is pa0 = 0 and the secondary constraint is DiE
a
i =

0, and both are first class. The structure constants of the algebra of constraints are
constant, and are gfab

c.

Further reading: See chapter 15.7, 15.8 in vol. II of Weinberg’s ”The Quantum Theory
of Fields”. I have used however mostly various lecture notes.
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Exercises, Lecture 16

1) The bosonic string in Dirac formalism.
Consider the action

Scl =

∫
dσdt

[
−1

2
g̃µν∂µ ~X · ∂ν ~X

]
, (16.78)

where g̃µν =
√
−ggµν has det g̃µν = −1. Then g̃00 ≡ λ0 and g̃01 ≡ λ1 are independent La-

grange multipliers, as we can check, and g̃11λ0 − (λ1)2 = −1. Find the primary constraints
and write HL. From the consistency conditions {φm, HT} = 0, where φm are the primary
constraints, find the secondary constraints, and the ”physical constraints”= linear combina-
tions independent of λi. Calculate the algebra of constraints and that all are first class, and
that the ”classical Hamiltonian” H0 vanishes, as in general relativity.

2) Check that Q2
B = 0 and [QB, HBRST ] = 0 to first order, for the general form of BRST

quantization objects

QB = ηaGa −
1

2
ηcηbfbc

apa(−)c

HBRST = H0 + ηaV b
a pb + ... (16.79)

where the first class algebra

{φα, φβ} = fαβ
γφγ; {H0, φα} = V β

α φβ , (16.80)

is extended to
{Ga, Gb} = fab

cGc; {H0, Ga} = V b
aGb. (16.81)
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17 Lecture 17. QCD: definition, deep inelastic scatter-

ing

In this lecture we start the study of QCD. We have already described gauge theories, and
their perturbation theory, so there is nothing new to be said there. Instead, what is of
interest is the relation to experiments, which involve nonperturbative low energy states. So
in this lecture we will learn how to combine the perturbative scattering methods studied
previously with non-perturbative descriptions for the low energy states.

QCD
QCD refers to the theory of quarks and gluons. The YM gauge group is SU(3)c and

there are 6 flavors of quarks, divided into 3 families (generations). The quark model was
introduced by Gell-Mann and Zweig. The quarks are(

u
d

) (
c
s

) (
t
b

)
, (17.1)

and the elements on the top line have electric charge Qe = +2/3, whereas the elements on
the bottom line have Qe = −1/3.

We know that there are 3 generations both from particle accelerator experiments (from
the decay of the Z0 for instance) and from cosmology constraints. The 3 families of quarks
go together with 3 families of leptons to make the 3 generations of fermions,(

e−

νe

) (
µ−

νµ

) (
τ−

ντ

)
, (17.2)

where now the electric charge on the top line is −1, and on the bottom line is zero.
Low energy states are gauge-invariant, since the theory is confining at low energies. That

means that there is a linear potential between free quarks (objects with color charge), V ∼ σl,
that prevents one from breaking pairs apart. Only un-charged (gauge-invariant) objects are
exempt from this potential.

The QCD states are called hadrons in general, and divide into mesons and baryons.
-Mesons are q̄q pairs, for instance the lightest objects of QCD, the pions, π± and π0.
-Baryons are objects with 3 quarks, qqq, for instance the proton, p = (uud) and the

neutron, n = (ddu).
In terms of color indices, the mesons are q̄iqi = q̄iqjδ

j
i , where i, j = 1, 2, 3 (1, 2, ..., N) so

are constructed with the group invariant δji that relates the fundamental N representation
and the antifundamental N̄ representation. The baryons are εijkqiqjqk objects, constructed
with the invariant of SU(3)c in the fundamental representation εijk.

At low energies, there is also an approximate global symmetry of the Lagrangean called
isospin, which acts on (ud) by (

u
d

)
→ U

(
u
d

)
, (17.3)

so exchanges u and d, and correspondingly p with n.
Deep inelastic scattering
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Figure 47: Deep inelastic scattering in QCD.

We begin with the most common example of scattering involving hadrons, deep inelastic
scattering, see Fig.47. It is the scattering of an electron e− off a proton p. We can ask, is it
not simpler to start with two protons, for instance? But the proton has size and structure,
that we want in fact to model, hence scattering two hadrons will make the problem harder.
Instead we use the pointlike electron to probe the structure of the proton, by breaking it.

Therefore the scattering that we study is e−p→ e−X, where we have used p as a hadron,
and after the collision we will have in general more than one hadron, a state that we called
X.

Parton model.
For the nonperturbative proton, Bjorken and Feynman proposed the parton model,

namely that the proton is made up of constituents called partons. We also assume that
the partons cannot exchange large transverse momentum, i.e. large q2 through strong in-
teractions (gluon exchange). This is valid only to the leading order O(αs). Note that in
the quark model, the proton is classically made up of uud quarks, but the parton model
is more than that. It says that quantum mechanically, for the strong coupling state at low
energy, the proton can be thought of as a combination of various quarks and gluons (real
and virtual), with the total (overall) quantum numbers of the (uud) combination.

Then we consider an electron e− with momentum k emitting a photon γ with momentum
q and resulting in a momentum k′ for the electron. Then the photon ”extracts” a parton f
with momentum p from the proton with overall momentum P and interacts with it, turning
it into a parton with momentum p′ = p+ q. Since we work at leading order in αs, we ignore
gluon emission and exchange, so the parton will actually be a quark.

We will work in the center of mass frame and at total energies
√
s much greater than

the proton mass, which means that the proton is ultra-relativistic, i.e. almost lightlike.
The parton constituents of the proton are assumed to have a finite fraction of the proton
momentum, so they will also be almost lightlike, and almost collinear with the proton because
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the large pT can come only from hard gluon exchange, which as we said is suppressed by αs,
so can be ignored at leading order.

Then the momentum of the parton constituent is written as

p = ξP , (17.4)

where ξ is called the longitudinal (momentum) fraction of the constituent.
Then the cross section for the total process is written as

σ[e−p→ e−X] =

∫ ∑
f

Pf (ξ)σe−qf scatt.(ξ) , (17.5)

where the probability of finding a quark f at momentum fraction ξ is infinitesimal, and given
by

Pf (ξ) = dξ ff (ξ) , (17.6)

where ff (ξ) is the partion distribution function for the parton f . Here the partons (con-
stituents of the proton) are (q, q̄, g). The parton distribution functions cannot be computed
in perturbation theory, and have to be determined from experiments. Since ξ is a momentum
fraction, it takes values in ξ ∈ [0, 1].

Then we have

σ[e−(k)p(P )→ e−(k′) +X] =

∫ 1

0

dξ
∑
f

ff (ξ)σ[e−(k)qf (ξP )→ e−(k′) + qf (p
′)]. (17.7)

To describe the scattering, one of the parameters we use is the quantity Q2 ≡ −q2. The
Mandelstam variables for the basic scattering process e−q → e−q are written with hats. In
particular,

t̂ = −Q2 (17.8)

and the other independent invariant is

ŝ = (p+ k)2 = 2p · k = 2ξP · k = ξs , (17.9)

where we have used the fact that we are in the ultrarelativistic regime for the electron, parton
and proton, so p2 = k2 = P 2 ' 0. Here s is the Mandelstam invariant for the total process,
e−p→ e−X. Finally, since in general s+ t+ u =

∑
im

2
i , we have now

ŝ+ t̂+ û = 0. (17.10)

Then we also have (since also (p+ q)2 ' 0 for the final parton being ultra-relativistic)

0 ' (p+ q)2 = 2p · q + q2 = 2ξP · q −Q2 , (17.11)

which means that

ξ = x ≡ Q2

2P · q
. (17.12)
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For the basic scattering process, e−q → e−q, the formula has been derived in QFTI, so
we will not repeat it here. The formula for the spin-averaged amplitude squared was (eq.
(25.29) in QFTI)

1

4

∑
spins

|M|2 =
8e4Q2

f

t̂2

(
ŝ2 + û2

4

)
, (17.13)

where Qf is the electric charge of parton (quark) f .
Then, since α = e2/4π and û2 = (ŝ + t̂)2, we obtain for the relativistically invariant

differential cross section for the basic process

dσ[e−qf → e−qf ]

dt̂
=

1
4

∑
spins |M|2

16πŝ2
=

2πα2Q2
f

ŝ2

(
ŝ2 + (ŝ+ t̂)2

t̂2

)
. (17.14)

Then for the total process, replacing t̂ by −Q2 and ŝ by ξs, we have

dσ

dQ2
=

∫ 1

0

dξ
∑
f

ff (ξ)
2πα2Q2

f

Q4

[
1 +

(
1− Q2

ξs

)2
]
θ(ξs−Q2). (17.15)

Note that we have introduced a Heaviside function θ(ξs−Q2) since we need to have ŝ ≥ |t̂|.
Normally, that would be just a constraint on external momenta, which could be put there
explicitly with a θ or not, but now there are momentum fractions integrated over, so it needs
to be put in explicitly.

We can also consider the second derivative of σ, taking into account that ξ = x, with
respect to this x, obtaining

d2σ

dx dQ2
=

(∑
f

ff (x)Q2
f

)
2πα2

Q4

[
1 +

(
1− Q2

xs

)2
]
. (17.16)

Note that now, being a differential formula with respect to x, there is no need to put explicitly
the Heaviside function, though one could.

Finally then, we obtain Bjorken scaling, the scaling relation that says that

d2σ

dx dQ2

Q4

1 +
(

1− Q2

xs

)2 =

(∑
f

ff (x)Q2
f

)
2πα2 (17.17)

is independent of Q2, and only depends on x.
Qualitatively, the scaling says that the structure of the proton looks the same to an

electromagnetic probe, no matter how hard the proton is struck (how large is Q2). It is
verified experimentally very well, but it is true only to first order in αs.

Another useful variable that can be defined is

y ≡ 2P · q
2P · k

=
2P · q
s

. (17.18)

172



It can also be rewritten in terms of the Mandelstam variables of the basic scattering, since
(kp)→ (k′p′) means that ŝ = (p+ k)2 = 2p · k and û = (p− k′)2 = −2p · k′, so

y =
2ξp · (k − k′)

2ξp · k
=
ŝ+ û

ŝ
. (17.19)

But since |û| ≤ ŝ, we have
û

ŝ
= −(1− y)⇒ y ≤ 1. (17.20)

From y = 2P · q/s and x = Q2/2P · q if follows that

xys = Q2 , (17.21)

which also implies

dξ dQ2 = dx dQ2 =
dQ2

dy
dx dy = xs dx dy. (17.22)

Finally then, we have for deep inelastic scattering (DIS)

d2σ[e−p→ e−X]

dx dy
=

(∑
f

xff (x)Q2
f

)
2πα2s

Q4
[1 + (1− y)2]. (17.23)

This means that
d2σ

dx dy
Q4 (17.24)

factorizes into two factors, one depending only on x (the Bjorken scaling factor) and one
depending only on y, [1 + (1 − y)2], which gives the Callan-Gross relation for scattering of
an e− off a massless fermion (indeed, we saw that this factor originated in the calculation of
the spin averaged |M|2 for the e− to scatter off a massless fermion).

One more thing to note here is that the particular form of the final hadronic states X,
that come from the remnant of the original proton and the ”jet” that will form out of the final
quark qf , are not part of the calculation. Of course, we observe only hadronic final states,
but the efect of how these final states turn into the observed hadrons, ”hadronization”, does
not influence too much the cross section, and moreover, there are nonperturbative (lattice,
etc.) methods to calculate these effects, and treat them as a ”black box”.

Deep inelastic neutrino scattering
We have analyzed in DIS the effect of electromagnetic probes for the proton, but we

can also consider weak interaction probes, meaning consider a W exchange instead of the γ
exchange, hence the probe to be considered is a neutrino. For definiteness, we consider a νµ.

The weak interaction, the remnant of the broken electroweak interaction, which will not
be described here, is to exchange the massive W± vector particles. It couples to the weak
doublets (i.e. quark pairs like (ud) and lepton pairs like (eνe) and (µνµ)), and it turns one
element of the doublet into the other.

Hence the basic interaction we consider is as follows. A νµ comes and emits a W−, thus
turning into a µ−. The W+ can now interact with a d quark parton inside the proton and
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Figure 48: Deep inelastic ν scattering.

turn it into a u. But remembering that the partons are not only the classical quarks, the
W+ can also interact with a ū and turn it into a d̄.

The weak interaction through W+ exchange can be considered at low energies E � mW

as a 4-fermi interaction. Fermi had introduced the 4-fermi interaction as an effective model
with a vertex GF/

√
2 coupling 4 fermions (2 ψ̄ψ lines), but it was later realized that this

effective vertex comes from the approximation of the real quantum process, the exchange of
the massive vector boson W+. Indeed then, in the actual diagram in Fig.48, we would have
a massive vector propagator with momentum q coupling to two fermion lines,

g(...)µ
δµν

q2 +m2
W

g(...)ν ' g2

m2
W

(...)µ(...)µ , (17.25)

where g is the coupling of the W with the fermions, and the approximation is for q2 � m2
W ,

since q2 = (k− k′)2 and |k|, |k′| � mW . That means that we can consider an effective Fermi
coupling of

GF√
2
≡ g2

8m2
W

. (17.26)

Then, similarly with the DIS case before, we find

d2σ

dx dy
(νp→ µ−X) =

G2
F s

π
[xfd(x) + xfū(x)(1− y)2]. (17.27)

The proof is left as an exercise. We also find

d2σ

dx dy
(ν̄p→ µ+X) =

G2
F s

π
[xfu(x)(1− y)2 + xfd̄(x)]. (17.28)

Normalization of the parton distribution functions
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As we mentioned, classically, the proton is made up of (uud) quarks, but quantum me-
chanically, we expect a strongly coupled mix of states, so we will create many qq̄ pairs, as
well as gluons, inside this proton. But the overall quantum numbers of the state still have to
be the numbers of the (uud) state, so it means in particular that we need to have 2 more u
quarks than ū quarks, and 1 more d quark than d̄ quark. This translates into the conditions∫ 1

0

dx[fu(x)− fū(x)] = 2∫ 1

0

dx[fd(x)− fd̄(x)] = 1. (17.29)

Of course, there can be also trace parts of other quarks, but are negligible. The next
important one is the s quark, so we need the same number of s and s̄ quarks, so∫ 1

0

dξ[fs(x)− fs̄(x)] = 0 , (17.30)

etc.
A similar story holds for the other hadrons. For instance, for the neutron, we just

exchange u and d from the proton, so

f (n)
u (x) = fd(x); f

(n)
d (x) = fu(x); f

(n)
ū (x) = fd̄(x) , (17.31)

etc. As another example, for the antiproton, we just interchange the quarks with antiquarks,
so

f (p̄)
u (x) = fū(x), f

(p̄)
ū (x) = fu(x) , (17.32)

etc.
Finally, the last normalization constraint comes from the fact that the total momentum

of the proton is P , so the total fraction of all the constituent partons is 1, i.e.∫ 1

0

dx x[fu(x) + fd(x) + fū(x) + fd̄(x) + fg(x)] = 1. (17.33)

Note that we could have introduced also fs(x), fs̄(x), etc., but as we said, these are negligible.
The parton distribution functions are determined experimentally, and must obey the

above normalization conditions. Among the many QCD experiments, one uses some to fix
the distribution functions, and then uses them to predict the other cross sections.

Hard scattering processes in hadron collisions.
Finally, a few words about hard scattering, for completeness. We can now treat the next

complicated case, the case of hadron-hadron scattering, as suggested at the beginning of the
lecture. The basic process in leading order will be some qf q̄f → Y process, for instance
occurring electromagnetically, through an intermediate virtual photon. A parton qf from
one proton will break off and interact with the parton q̄f from the second proton. All in all,
we have the total process

σ(p(P1) + p(P2)→ Y +X) =

∫ 1

0

dx1

∫ 1

0

dx2

∑
f

ff (x1)ff̄ (x2)σ(qf (x1P1) + q̄f (x2P2)→ Y ) ,

(17.34)
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where we have as usual that the remnants of the proton will hadronize to some state X.

Important concepts to remember

• QCD is YM with the color group SU(3)c and 6 flavours, organized in 3 families.

• Physical low energy states are gauge invariant due to confinement. Mesons are q̄iqi
and baryons are εijkqiqjqk.

• In the parton model, the proton is composed at the quantum level of partons, (q, q̄, g).

• Deep inelastic scattering (DIS) is an electron scattering off a hadron, usually a proton,
breaking out a parton from it, and interacting with it.

• The cross sections for the total process are integrals of the cross sections for the basic
process involving the parton, with the distributions functions for momentum fraction
ξ of the parton inside the proton, p = ξP .

• Bjorken scaling gives the independence of some quantity on Q2, and only dependence
on x = Q2/2P · q, saying that the structure of the proton looks the same to an
electromagnetic probe, no matter how hard the proton is struck (how high is Q2).

• Deep inelastic neutrino scattering occurs through W+ exchange, which reduces to 4-
fermi interaction at low energies, and turns a d into an u.

• Parton distribution function must obey the normalization conditions, and are deter-
mined experimentally.

• Hard scattering processes (collisions of two hadrons) involve two parton distribution
functions, one for each hadron.

Further reading: See chapter 17.1, 17.3 in [3].
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Exercises, Lecture 17

1) Fill in the details of the calculation of d2σ/dx dy(νp→ µ−X).

2) Consider the e−p→ e−X scattering, and assume that

fu(x) =
3

2
fd(x) = fg(x) =

1− x
a(x+ ε)

(17.35)

and

fū(x) = fd̄(x) =
1− x

3a(x+ ε)
, (17.36)

where a and ε are constants and ε� 1, and all possible Q2
f are given by their standard values

(Qf (u) = 2/3, etc.). From Bjorken scaling, calculate the cross section σ(e−p→ e−X).
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18 Lecture 18. Parton evolution and Altarelli-Parisi

equation.

Last lecture we saw that we can describe the deep inelastic scattering, the collision of an elec-
tron off a hadron, via parton distribution functions ff (x), that were found to be independent
of Q2, and give Bjorken scaling. But we mentioned that this was true only to leading order
in αs. In this lecture we will consider processes subleading in αs that will lead to violations
of Bjorken scaling, through Q2 dependence of the parton distribution functions.

The dependence on Q2, and the subsequent evolution of ff (x), will be due to processes
with emission of collinear quarks and gluons, also responsible for IR divergences. Therefore
the parton evolution will be linked with the regularization of IR divergences, that will be
the addressed after next lecture. Here however the approach will be a more practical one,
so we will not deal with the formal issue of IR divergences.

We will not start with QCD, but rather with the simpler case of QED, and then see that
we can import almost all the calculation to the QCD case with minimal effort.

p

k

Figure 49: Emission of a photon off an electron line.

QED process
The process that most interests us is the one of photon emission from a fermion (electron)

line, as in Fig.49. The initial electron has momentum p, the final one momentum k and the
emitted photon momentum q. We call the momentum (energy) fraction carried by the photon
z, i.e.

z ≡ Eγ
Ee,in

. (18.1)

The initial electron is ultra-relativistic, i.e. almost massless, and we choose it to be in the 3
direction, so

p = (p, 0, 0p). (18.2)

The kinematics of 3-point scattering mean that one of the momenta of emitted particles has
to be off-shell in the presence of transverse momentum ~p⊥, which is small (almost collinear
emission) p⊥ � p. If the photon is massless, q2 = 0, to leading order in p⊥/p we have

q '
(
zp, ~p⊥, zp−

p2
⊥

2zp

)
, (18.3)
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and then the final electron, which is also ultrarelativistic, must be however off-shell (virtual),
since momentum conservation implies

k '
(

(1− z)p,−~p⊥, (1− z)p+
p2
⊥

2zp

)
. (18.4)

Then we have

k2 ' p2
⊥
z
6= 0. (18.5)

One can also consider an on-shell final electron and a virtual photon, with

k '
(

(1− z)p,−~p⊥, (1− z)p− p2
⊥

2(1− z)p

)
q '

(
zp, ~p⊥, zp+

p2
⊥

2(1− z)p

)
, (18.6)

which leads to k2 ' 0 and

q2 ' p2
⊥

(1− z)
. (18.7)

We will not do the calculation here, but it is easy to calculate the amplitude, and find
|M|2 averaged over initial polarizations and summed over final polarizations. One obtains

1

2

∑
pol.

|M|2 =
2e2p2

⊥
z(1− z)

[
1 + (1− z)2

z

]
. (18.8)

X

X

Y
k

p q

Figure 50: Equivalent photon approximation.

Equivalent photon approximation.
Now we can turn to the calculation we are interested in. We want to study QED correc-

tions to the process of deep inelastic scattering (DIS) of an electron scattering of a hadron X
to give another electron and hadron(s) Y , through interaction with an intermediate (virtual)
photon γ, as in Fig.50. We can divide the process into the emission of a photon from the
electron, e− → e−γ, followed by the scattering γX → Y . For the total amplitude we find

Mtot =Mµ δµν
q2
Mν

γX , (18.9)
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and doing the sum over the photon polarizations we find

1

2

∑
pol

|Mtot|2 =
1

2

∑
pol

|M|2 1

(q2)2
|MγX |2. (18.10)

The formula for the cross section A+B →
∑
f is

σ =
1

|~vA − ~vB|2EA2EB

∫ ∏
f

dΠf |Mtot|2 , (18.11)

where dΠf is the phase space for the final state product f . In our case, B = X is the
(possibly nonrelativistic) hadron with velocity vX and energy EX and A = e−, with EA = p
and vA = 1 in the opposite direction to X, so

σ =
1

(1 + vX)2p2EX

∫
d3k

(2π)32k0

∫
dΠY

[
1

2

∑
pol

|M|2
]

1

(q2)2
|MγX→Y |2. (18.12)

Given that the energy of the photon is zp, we can form the cross section for γX → Y . Also
using that k0 = (1− z)p, (q2)2 = p4

⊥/(1− z)2 and d3k = dk0d2~p⊥ = pdzπdp2
⊥, we find

σ =

∫
pdzdp2

⊥
16π2(1− z)p

[
1

2

∑
pol

|M|2
]

(1− z)2

p4
⊥

z

(1 + vX)2zp2EX

∫
dΠy|MγX→Y |2

=

∫ 1

0

dz

∫
dp2
⊥

p2
⊥

α

2π

[
1 + (1− z)2

z

]
σ(γX → Y ). (18.13)

It remains to consider the region of integration of p2
⊥. p2

⊥ cannot be smaller than m2, which
cuts off the potential IR divergence, and cannot be larger than the total energy squared, s,
so we have

∫ s
m2 dp

2
⊥. Finally, we obtain

σ(e−X → e−Y ) =

∫ 1

0

dz
α

2π
log

s

m2

[
1 + (1− z)2

z

]
σ(γX → Y ). (18.14)

This is the Weizsacker-Williams equivalent photon approximation. We see that the formula
is of the same type as in the parton model case, with the cross section for scattering of γ
integrated with a probability to find a γ inside the electron, or photon distribution function

fγ(z) =
α

2π
log

s

m2

[
1 + (1− z)2

z

]
, (18.15)

and the total cross section

σ(e−X → Y ) =

∫ 1

0

dzfγ(z)σ(γX → Y ). (18.16)

Electron distribution
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Y

p

X

k
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Figure 51: Electron distribution process.

We can now consider the case of photon emission, i.e. e−X → γY scattering, proceeding
through an intermediate e−, so the γ is emitted from the e−, and then we scatter e−X → Y .
In the same was as before, we now obtain

1

2

∑
pol

|Mtot|2 =
1

2

∑
pol

|M|2 1

(k2)2
|Me−X→Y |2 , (18.17)

so the total cross section is

σ(e−X → γY ) =
1

(1 + vX)2p2EX

∫
d3q

(2π)32q0

∫
dΠy

[
1

2

∑
pol

|M|2
]

1

(k2)2
|Me−X→Y |2

=

∫
dzdp2

⊥
16π2z

[
1

2

∑
pol

|M|2
]
z2

p4
⊥

(1− z)σ(e−X → Y )

=

∫ 1

0

dz

∫ s

m2

dp2
⊥

p2
⊥

α

2π

[
1 + (1− z)2

z

]
σ(e−X → Y ) , (18.18)

where we have used that q0 = zp, d3q = pdzπdp2
⊥ and (k2)2 = p4

⊥/z
2. Again we can interpret

this as in the parton model, through an electron distribution function f
(1)
e (x) at momentum

fraction x = 1− z, with

f (1)
e (x) =

α

2π
log

s

m2

[
1 + x2

1− x

]
, (18.19)

and

σ(e−X → γY ) =

∫ 1

0

dxf (1)
e (x)σ(e−X → Y ). (18.20)

However, this is interpreted as a probability to find an electron with momentum fraction x
inside the electron, so we need to consider also the zeroth order process, where we already
have the original electron, i.e. we need to include

f (0)
e (x) = δ(1− x). (18.21)

This is however still not enough, since creating an electron with momentum fraction x means
we need to subtract one from momentum fraction x = 1 (the initial electron), so we need to
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subtract a term proportional to δ(1− x), giving the normalization of f
(1)
e (x). But for that,

we need to replace 1/(1 − x), which is divergent under the integral, with a well-behaved
distribution 1/(1− x)+, defined by∫ 1

0

dx
f(x)

(1− x)+

=

∫ 1

0

dx
f(x)− f(1)

1− x
. (18.22)

Then the term we have in f
(1)
e (x) means we must consider∫ 1

0

dx
1 + x2

(1− x)+

=

∫ 1

0

x2 − 1

1− x
= −

∫ 1

0

dx(1 + x) = −3

2
, (18.23)

and subtract this normalization, multiplied by δ(1− x), to obtain finally

fe(x) = δ(1− x) +
α

2π
log

s

m2

[
1 + x2

(1− x)+

+
3

2
δ(1− x)

]
. (18.24)

2

Y

Xe

Xk

p

1

Figure 52: Multiple splittings from the electron line.

Multiple splittings
We now need to generalize the relations (18.15) and (18.24) for fγ(z) and fe(x) to the

case of multiple splittings in Fig.52. Consider that we have 2 photons being emitted out of
the electron line, with p2⊥ � p1⊥, so the contribution is of order( α

2π

)2
∫ s

m2

dp2
1⊥

p2
1⊥

∫ p2
1⊥

m2

dp2
2⊥

p2
2⊥

=
1

2

( α
2π

)2

log2 s

m2
. (18.25)

Note that the integral is of the type∫ b

a

dx

x
log

x

a
= log b log

b

a
−
∫ b

a

dx

x
log x = log2 b

a
−
∫ b

a

dx

x
log

x

a
⇒
∫ b

a

dx

x
log

x

a
=

1

2
log2 b

a
.

(18.26)
We can generalize this to the case of multiple splittings, with p1⊥ � p2⊥ � ...� pn⊥, which
gives in a similar way a contribution of

1

n!

( α
2π

)n
logn

s

m2
. (18.27)

182



That means we can consider the splittings as independent from each other, so we can
consider a continuous process of splittings. We define distribution functions fγ(x,Q) and
fe(x,Q) for p⊥ < Q. Then we consider increasing Q to Q+ ∆Q, which means that now the
electrons can emit photons γ with Q < p⊥ < Q + ∆Q. The probability of a constituent e−

to emit γs with a momentum fraction z is then obtained by differentiating (18.15). We get

dP

dz
=

α

2π

dp2
⊥

p2
⊥

1 + (1− z)2

z
. (18.28)

But the constituent electron (parton) has a distribution function fe(x, p⊥), so all in all we
get

fγ(x,Q+ ∆Q) = fγ(x,Q) +

∫ 1

0

dx′
∫ 1

0

dz

[
α

2π

∆Q2

Q2

1 + (1− z)2

z

]
fe(x

′, p⊥)δ(x− zx′)

= fγ(x,Q) +
∆Q

Q

∫ 1

x

dz

z

[
α

π

1 + (1− z)2

z

]
fe

(x
z
, p⊥

)
, (18.29)

where in the first line we considered the fact that the momentum fraction x of the photon
is the fraction z of the splitting times the original momentum fraction x′ of the constituent
electron, and in the second line we did the x′ integral using δ(x− zx′) = 1/zδ(x′−x/z). We
also used the fact that 1 ≥ x′ = x/z, so 1 ≥ z ≥ x.

We can then go to the continuum, and write the relation (for ∆Q infinitesimal),

d

d logQ
fγ(x,Q) =

∫ 1

x

dz

z

[
α

π

1 + (1− z)2

z

]
fe

(x
z
,Q
)
. (18.30)

We can use the same logic for fe(x) and, calculating the probability to have electrons of
momentum fraction x appear as a result of γ emission, it should come from (18.24) (minus
the trivial delta function), times the electron distribution function itself, so

d

d logQ
fe(x,Q) =

∫ 1

x

dz

z

[
α

π

(
1 + z2

(1− z)+

+
3

2
δ(1− z)

)]
fe

(x
z
,Q
)
. (18.31)

Boundary conditions
We have obtained a set of differential equations. To find a solution from them, we must

give a boundary condition. The natural boundary condition is that there is only one electron,
and nothing else, so fe = δ(1− x) and fγ = 0. Since the distribution functions fγ and fe in
(18.15) and (18.24) have log s/m2, it means that we should define this boundary condition
at Q2 = m2, so

fe(x,Q)|Q2=m2 = δ(1− x); fγ(x,Q)|Q2=m2 = 0. (18.32)

With this boundary conditions and the differential equations that we found, we obtain
fe(x,Q) and fγ(x,Q), and then the cross section for multiple splittings (viewed as a contin-
uous process; note then that this does not include all possible terms, merely resums a set of
diagrams) is

σ(e−X → e− + nγ + Y ) =

∫ 1

0

dxfγ(x,Q)σ(γX → Y )
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σ(e−X → nγ + Y ) =

∫ 1

0

dxfe(x,Q)σ(e−X → Y ). (18.33)

+

p
Xk

Y

Xe

e−

e+

k

q

e

e

−

−
e

Figure 53: Photon splitting into pairs before interaction.

Photon splitting into pairs
There is one more process that we need to consider, which is a crossed diagram for the

one for γ emission from an electron line, namely e+e− pair creation from the photon. For
our DIS process, the relevant diagram is where the incoming electron emits a photon, but
the photon turns into a e+e− pair, with e+ emitted, and e− interacting with X as before, as
in Fig.53.

One can easily calculate the γ → e+e− process, since it is the crossed diagram to e− →
e− + γ, and find

1

2

∑
pol

|M|2(γ → e−Le
+
R) =

2e2p2
⊥

z(1− z)
[z2 + (1− z)2]. (18.34)

Then in a completely similar way to the previous cases, we can consider the continuous
process where the virtual photon line emits a e+ and turns into an e−, (that emits a γ and
gets out, and the γ continues on towards X and emits a pair...), etc. We easily see that the
result will be a variation in the distribution function for e−, and will be proportional to the
new [z2 + (1− z)2] bracket above and the distribution function for the γ, so

d

d logQ
fe(x,Q)

∣∣∣∣
pair cr.

=

∫ 1

x

dz

z

[α
π

(z2 + (1− z)2)
]
fγ

(x
z
,Q
)
. (18.35)

But as a result, the fγ will also be changed, since this subtracts a photon from momentum

fraction x = 1, so as before, we must normalize, amounting to subtracting
∫ 1

0
dz(z2 + (1 −

z)2) = 2/3 times δ(1− z) in dfγ/d logQ.
Evolution equations for QED.
Finally therefore, we obtain the evolution equations for QED, i.e. the equations giving

the variation of the parton distribution functions for the electron with the scale Q, found
by Gribov and Lipatov. Since we have a distribution function for the electron, we must also
have (due to the process of pair creation) a distribution function for the positron, which
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will be given by the same formula as for the electron. Indeed, the positron can turn into a
positron by emitting a γ just like the electron, and a positron can be created from a γ just
like an electron (the process is e+e− pair creation). We must also add a term to create a γ
out of an e+, equal to the one creating a γ out of an e−. We obtain

d

d logQ
fγ(x,Q) =

α

π

∫ 1

x

dz

z

{
Pγ←e(z)

[
fe

(x
z
,Q
)

+ fē

(x
z
,Q
)]

+ Pγ←γ(z)fγ

(x
z
,Q
)}

d

d logQ
fe(x,Q) =

α

π

∫ 1

x

dz

z

{
Pe←e(z)fe

(x
z
,Q
)

+ Pe←γ(z)fγ

(x
z
,Q
)}

d

d logQ
fē(x,Q) =

α

π

∫ 1

x

dz

z

{
Pe←e(z)fē

(x
z
,Q
)

+ Pe←γ(z)fγ

(x
z
,Q
)}

, (18.36)

where the splitting functions Pi←j(z) (considered as probabilities for turning parton j into
parton i and calculated above) are

Pe←e(z) =
1 + z2

(1− z)+

+
3

2
δ(1− z)

Pγ←e(z) =
1 + (1− z)2

z
Pe←γ(z) = z2 + (1− z)2

Pγ←γ(z) = −2

3
δ(1− z) , (18.37)

and the boundary conditions for integration of the differential equations are

fe(x,Q)|Q2=m2 = δ(1− x); fē(x,Q)|Q2=m2 = 0; fγ(x,Q)|Q2=m2 = 0. (18.38)

The parton distribution functions also obey the same kind of normalization conditions
as in the hadron (QCD) case, namely we need to have one more electron than positron, so∫ 1

0

dx[fe(x,Q)− fē(x,Q)] = 1 , (18.39)

and the total momentum fraction of all the partons (e+, e−, γ) is 1, so∫ 1

0

dx x[fe(x,Q) + fē(x,Q) + fγ(x,Q)] = 1. (18.40)

It is left as an exercise to check that these normalization conditions are respected by the
evolution in the Gribov-Lipatov equations.

Altarelli-Parisi equations.
We finally return to the case of QCD. Just like in the case of QED, the evolution was

due to the emission of collinear (p⊥/p� 1) photons and electrons, in the case of QCD, the
evolution of the parton distribution functions is due to the emission of collinear gluons and
quarks.

185



It will give a violation of Bjorken scaling, since now the DIS process will give

d2σ

dx dy
(e−p→ e−X) =

(∑
f

ff (x,Q)Q2
f

)
2πα2

s

Q4
[1 + (1− y)2] , (18.41)

and now the scaling is only approximate, since ff (x,Q) now depends on Q as well, not only
on x.

(c)(a) (b)

Figure 54: Diagrams relevant for the Altarelli-Parisi equation.

As in the case of QED, in QCD we have the two basic diagrams, for a gluon to be emitted
from a quark line (a), and the crossed one, for a quark antiquark pair to be emitted from a
gluon (b), as in Fig.54a and b. However, in the (nonabelian) QCD case, we also have the
third diagram, for a gluon to split into two gluons (c), as in Fig.54c.

The calculations resulting from the diagrams (a) and (b) can be imported from QED to
QCD with minimal modifications. The only difference is that we sum over final polarizations
and average over initial polarizations, so now we must also sum over final colors, and average
over initial colors.

The sum over initial and final colors can be easily seen to give a factor of Tr[tata]. In
diagram (a), the initial state is a quark, with 3 colors, so the averaging also gives a factor of
1/3, for a total

1

3
Tr[tata] =

1

3

1

2
δaa =

4

3
, (18.42)

since in SU(3) there are 8 gluons (N2 − 1 = 8 generators). In diagram (b), the initial state
is a gluon, with 8 states, to the averaging also gives a factor of 1/8, for a total

1

8
Tr[tata] =

1

8

1

2
δaa =

1

2
. (18.43)

Diagram (c) needs to be done, since it doesn’t appear in QED, but we will not do it here,
and we will just quote the final result, for the gluon to gluon splitting function.

The resulting evolution equations, the Altarelli-Parisi evolution equations, are the same
as the Gribov-Lipatov evolution equations, just replacing the electron e with quark f , ē with
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f̄ and γ with g, and α with αs(Q
2) (which now also runs with the scale Q2), so

d

d logQ
fg(x,Q) =

αs(Q
2)

π

∫ 1

x

dz

z

{
Pg←q(z)

∑
f

[
ff

(x
z
,Q
)

+ ff̄

(x
z
,Q
)]

+ Pg←g(z)fg

(x
z
,Q
)}

d

d logQ
ff (x,Q) =

αs(Q
2)

π

∫ 1

x

dz

z

{
Pq←q(z)ff

(x
z
,Q
)

+ Pq←g(z)fg

(x
z
,Q
)}

d

d logQ
ff̄ (x,Q) =

αs(Q
2)

π

∫ 1

x

dz

z

{
Pq←q(z)ff̄

(x
z
,Q
)

+ Pq←g(z)fg

(x
z
,Q
)}

. (18.44)

The only changes are in the splitting functions. The quark to quark and quark to gluon
splitting functions come from diagram (a), so get an extra factor of 4/3, the gluon to quark
splitting function comes from diagram (b), so get an extra factor of 1/2, and the gluon to
gluon splitting function is new, as it comes from diagram (c). We then obtain

Pq←q(z) =
4

3

[
1 + z2

(1− z)+

+
3

2
δ(1− z)

]
Pg←q(z) =

4

3

1 + (1− z)2

z

Pq←g(z) =
1

2

[
z2 + (1− z)2

]
Pg←g(z) = 6

[
1− z
z

+
2

(1− z)+

+ z(1− z) +

(
11

2
− Nf

18

)
δ(1− z)

]
. (18.45)

Important concepts to remember

• At next to leading order in αs, Bjorken scaling is violated, by Q2 dependence of the
parton distribution functions, now ff (x,Q).

• One can describe the situation first in QED, where the DIS, with a photon emitted
from an electron, interacts with X, is understood in the Weizsacker-Williams equiva-
lent photon approximation, as being due to a photon distribution function inside the
electron, so σ(e−X → e−Y ) =

∫ 1

0
dzf(z)σ(γX → Y ).

• Similarly, the interaction of an electron with X via real γ emission is described as due
to an electron distribution function inside the electron.

• Then the (continuous) evolution of fγ, through multiple emissions of γ from an e− or
e+ line, is due to the splitting function Pγ→e(z), as well as to a γ → γ transition via
Pγ←γ, the evolution of fe, through multiple emissions of γ from an e− line, or pair
creation e+e− from an γ line is due to the splitting functions Pe←e and Pe←γ, leading
to the Gribov-Lipatov equations.

• The Altarelli-Parisi equations in QCD are obtained by importing the QED calculation
(Gribov-Lipatov) to QCD, changing e− with qf , e

+ with q̄f , and γ with g, with some
extra color factors for the splitting functions, and with an extra diagram for a gluon
to split into two gluons giving a new splitting function Pg←g(z).
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Further reading: See chapter 17.5 in [3].
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Exercises, Lecture 18

1) Verify that the Gribov-Lipatov evolution equations for QED imply that the normal-
ization conditions for the e+e−γ distribution functions,∫ 1

0

dx[fe(x,Q)− fē(x,Q) = 1∫ 1

0

dx x[fe(x,Q) + fē(x,Q) + fγ(x,Q)] = 1 (18.46)

are still satisfied at all Q, for the given boundary conditions at Q = m.

2) Consider

fu(x,Q0) = fg(x,Q0) =
1− x
a(x+ ε)

(18.47)

at Q = Q0 and

αs(Q
2) =

αs(Q
2
0)

1 + log Q2

Q2
0

. (18.48)

Find the first correction to fu(x,Q) from the Altarelli-Parisi equations.
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19 Lecture 19. The Wilson loop and the Makeenko-

Migdal loop equation. Order parameters; ’t Hooft

loop.

In the previous 2 lectures we have learned how to deal with the fact that QCD at low energy
is strongly coupled, so nonperturbative, by introducing parton distribution functions, and
using perturbation theory on top of that. In this lecture however, we will learn how to probe
truly nonperturbative physics. The most widely used tool for nonperturbative studies is the
Wilson loop. It satisfies the Makeenko-Migdal loop equation, and defines an order parameter
for a phase transition in QCD. These are the subjects of this lecture.

The Wilson loop is defined by external quarks, i.e. infinitely heavy (m→∞) sources for
the gauge field, in a pure glue theory (YM). These are quarks that are not dynamical (i.e.
are not in the path integral, or equivalently have decoupled because of the infinite mass).

We define the path ordered exponential on a path P from x to y, namely the Wilson line

Φ(y, x;P) = P exp

{∫ y

x

Aµ(ξ)dξ

}
≡ lim

n→∞

∏
n

eiAµ(ξµn−ξµn+1). (19.1)

Note that Aµ(x) = Aaµ(x)Ta at different points do not commute in between them, so the
exponential needs to be defined with an ordering along the path, i.e. as a limit n→∞ of a
product of terms ordered along the path by an index n.

Abelian case
Consider first an abelian gauge fields Aµ, transforming by

δAµ = ∂µχ. (19.2)

Then the objects in the definition of Φ(y, x;P) transforms as

eiAµdξ
µ → eiAµdξ

µ+i∂µχdξµ = eiAµdξ
µ

eiχ(x+dx)−iχ(x). (19.3)

It follows that the Wilson line transforms as

Φ(y, x;P) =
∏
x

eiAµdξ
µ →

∏
x

(
eiAµdξ

µ

eiχ(x+dx)−iχ(x)
)

= eiχ(y)

(∏
x

eiAµdξ
µ

)
e−iχ(x)

= eiχ(y)Φ(y, x;P)e−iχ(x). (19.4)

Then, when acting on a charged complex scalar field φ(x), transforming under the gauge
transformation as

φ(x)→ eiχ(x)φ(x) , (19.5)

the Wilson line gives

Φ(y, x;P)φ(x)→ eiχ(y)Φ(y, x;P)e−iχ(x)eiχ(x)φ(x) = eiχ(y) (Φ(y, x;P)φ(x)) , (19.6)

i.e., it defines parallel transport along the path P from x to y. Parallel transport means that
the properties of the object are preserved, just translated to a different point.
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For a closed curve, P = C for y = x, we have

Φ(x, x; C)→ eiχ(x)Φ(x, x; C)e−iχ(x) = Φ(x, x; C) , (19.7)

so the object is gauge invariant, i.e. it is a potential observable.
Nonabelian case
For a nonabelian gauge field, transforming as (for coupling g = 1)

Aµ(x)→ Ω(x)Aµ(x)Ω−1(x)− i(∂µΩ)Ω−1 , (19.8)

with infinitesimal transformation for Ω(x) = eiχ(x),

δΩ = Dµχ , (19.9)

the basic objects whose products define the Wilson line transform as

eiAµdξ
µ ' 1 + iAµdξ

µ → 1 + Ω(Aµdξ
µ)Ω−1 + dξµ(∂µΩ)Ω−1

=
[
eiχ(x)(1 + iAµdξ

µ) + dξµ∂µe
iχ(x)

]
e−iχ(x)

' eiχ(x+dx)(1 + iAµdξ
µ)e−iχ(x) ' eiχ(x+dx)eiAµdξ

µ

e−iχ(x) +O(dx2) , (19.10)

where in the last line we have ignored quadratic terms in dx. We thus obtain that the Wilson
line transforms as

Φ(y, x;P)→ eiχ(y)Φ(y, x;P)e−iχ(x) , (19.11)

which is formally the same as in the abelian case, just that there the order of terms did
not matter, we wrote it this way to suggest the form in the nonabelian case, but in the
nonabelian case the order matters.

In particular, for closed curves y = x, P = C, we cannot cancel the exponentials, and the
Wilson line is gauge covariant, not invariant,

φ(x, x; C)→ eiχ(x)Φ(x, x; C)e−iχ(x) 6= Φ(x, x; C). (19.12)

But we can easily construct a gauge invariant object, the Wilson loop, by taking the trace
(normalized with a 1/N since there are N terms inside the trace for SU(N)),

W [C] =
1

N
Tr Φ(x, x; C). (19.13)

Note that this object is gauge invariant, and independent of the point x (there is nothing
special about x in the transformation law for W ).

In the abelian case, the Wilson loop can be written in a manifesly gauge invariant way
through the use of the Stokes theorem, as

ΦC = ei
∫
C=∂S Aµdx

µ

= ei
∫
S FµνdΣµν . (19.14)

In the nonabelian case, there are corrections to an explicitly invariant form. Consider a small
square of sides a, in the (µν) plane, so

Φ2µν = eia
2Fµν +O(a4). (19.15)
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Then the Wilson loop,

W2µν =
1

N
Tr[Φ2µν ] ' 1− a4

2N
Tr[FµνFµν ] +O(a6) , (19.16)

where there is no sum over µν. The nontrivial object above is explictly gauge invariant (up
to a6 terms), and moreover, by summing over µν we obtain the kinetic term in the action.
This is an example of why the Wilson loop contains all nonperturbative information from
the gauge theory: the action, that defines the theory (in the case of the pure gauge theory,
we only have the kinetic term), appears in the expansion of the Wilson loop.

C

T

R

q q

Figure 55: Wilson loop contour for the quark-antiquark potential.

The quantity that is the most studied from the Wilson loop is the quark-antiquark poten-
tial, measured for infinitely massive quarks (external quarks, fixed). Therefore we consider a
contour C as in Fig.55, in the shape of a very long rectangle, made up from two long parallel
lines in the time direction, of length T , one for a quark and one for an antiquark, situated
at a distance R from each other, and connected by segments of length R.

Then it can be proved rigorously that the vacuum expectation value (VEV) of W [C] has
the property that at large T →∞,

〈W [C]〉0 ∝ e−TVqq̄(R). (19.17)

A simple (but not too rigorous) way to understand this is: add to the theory the infinitely
heavy quarks, therefore appearing only as sources. The potential for the quark is eA0(x(q)),
and correspondingly for the antiquark −eA0(x(q̄)). Together, we obtain the source term
to be added to the action,

∫
d4xjµ(x)Aµ(x) =

∫
dt[eA0(x(q)) − eA0(x(q̄))], where j0(x) =

eδ(3)(x− x(q)) is the quark current. This is indeed the object in the exponent of the Wilson
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loop, as it is ' e
∮
C Aµdξ

µ. From the interpretation as a potential however, for a constant
quark-antiquark potential, we add to eiS a term eiTVqq̄ , so the VEV of the Wilson loop does
indeed go like eiTVqq̄(R), or after a Wick rotation to Euclidean space, as e−TVqq̄ .

Area law and perimeter law
For a confining gauge theory, the potential behaves at large distances as

Vqq̄(R) ∼ σR , (19.18)

where σ is called the QCD string tension. A linear potential means a constant force, so we
cannot pull apart the quark from the antiquark, so they are confined. Confinement however
also refers to the confinement of the electric flux lines inside a flux tube between q and q̄ of
almost constant cross section, instead of spreading out all over space. The flux line density
is proportional to the energy density, since H ∼ 1

2
[ ~E2

a + ~B2
a], and since the cross section is

constant, it means there is a total energy proportional to the length.
On the other hand, for a conformal gauge theory, like QED, which doesn’t have a mass

scale, and is in fact conformal, the potential can only be of Coulomb type,

Vqq̄(R) ∼ α

R
, (19.19)

since in that case the Wilson loop VEV scales as

〈W [C]〉conformal ∝ e−TVqq̄(R) ∼ e−
αT
R , (19.20)

as it should be in a conformal theory, since the only scale invariant characterizing C is T/R.
In a confining theory, we obtain

〈W [C]〉confining ∝ e−σTR = e−σArea. (19.21)

This is called the area law. But moreover, since for C = C1 ∪ C2,

W [C = C1 ∪ C2] = W [C1]W [C2] , (19.22)

as we can easily check, and moreover in the large N limit for an SU(N) gauge group
〈W [C1]W [C2]〉 = 〈W [C1]〉〈W [C2]〉, we can extend the area law to any smooth curve C.
We can approximate its area as the sum of infinitely thin rectangular contours in the T
direction as in Fig.56, thus with T/R � 1, for each of which we have the area law, and
obtain the area law for the total curve.

Therefore we have in fact that

〈W [C]〉0 ∝ e−σArea[C] , (19.23)

for any contour C in a confining theory.
In a Higgs phase of a gauge theory, the quarks are screened, like in a superconductor.

That is, the interaction is short range (in a superconductor, the photon becomes effectively
massive through the interaction with the medium, and the range is a ∼ 1/m), so at large
distances (R > a), the potential is constant,

Vqq̄(R) ' const. ≡ µ (19.24)
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Figure 56: Wilson loop contour divided into inifnitely thin Wilson rectangles, whose orien-
tations cancel on the neighbouring (adjacent) long lines.

Therefore the Wilson loop VEV becomes

〈W [C]〉Higgs ∝ e−µT ' e−
µ
2
L[C] , (19.25)

where L[C] is the perimeter of the contour C. We then obtain the perimeter law. Again,
by the same argument as for the area law, we can extend the perimeter law for any smooth
closed contour C.

The Makeenko-Migdal loop equation.
For SU(N) gauge theories at large N , the VEVs of gauge invariant operators factorize

(proven by Migdal)

〈O1...On〉 = 〈O1〉...〈On〉+O

(
1

N2

)
. (19.26)

That means that gauge invariant operators behave like c-numbers, not as operators, so there
must be a semiclassical saddle point of the path integral that allows us to write the VEV as
simply the solution at the saddle point, weighted by e−S at the saddle point.

We can then infer that exists a so-called ”master field”, a colorless composite field Φ[A],
with Jacobian for the gauge field ∣∣∣∣∂Φ[A]

∂Aaµ

∣∣∣∣ ≡ e−N
2J [Φ]. (19.27)

In the presence of such a field, we can transform the path integral over Aaµ into a path integral
over Φ, and obtain

Z =

∫
DAaµe−

1
4

∫
d4x(Faµν)2

=

∫
DΦ

1∣∣∣ ∂Φ
∂Aaµ

∣∣∣e−N2S[Φ] =

∫
DΦe−N

2(S−J). (19.28)

The saddle point of this is then

δS

δΦ
=
δJ

δΦ
→ δS

δAaµ
= −(∇µFµν)

a =
δJ

δAaν
, (19.29)
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which is called the master field equation. We note that with respect to the classical field
equation, we have a nonzero term on the right-hand side, coming from the variation of the
Jacobian from Aaµ to Φ.

A natural guess for the master field (which is gauge invariant), that turns out to be
correct, is the Wilson loop. But moreover, one can show that we can reformulate SU(N)
YM at any N (and thus QCD) in terms of W [C]. Any observable is given by a sum over
paths of Wilson loops.

e.g. 1. For instance, the products of two colorless vector quark currents is written as

〈ψ̄γµψ(x1)ψ̄γνψ(x2)〉 =
∑
C3x1,x2

Jµν(C)〈W [C]〉 , (19.30)

where the sum is over paths that pass through x1 and x2, as in Fig.57.

x

x

1

2

Figure 57: Paths going through x1 and x2 that are summed over.

e.g. 2. The connected correlator of 3 scalar quark currents,

〈ψ̄ψ(x1)ψ̄ψ(x2)ψ̄ψ(x3)〉conn. =
∑

C3x1,x2,x3

J(C)〈W [C]〉 , (19.31)

where again the sum is over paths that pass through x1, x2, x3.
If the quarks were scalars, we would have

J(C) = e−
m2

2
τ−m

2

2

∫ τ
0 dtż2

µ(t) = e−mL[C] , (19.32)

where the thing in the exponent is Lagrangean of the quark (particle), proportional to the
length of the contour.

However, for the spinor quarks, things are a bit more complicated, and we get

J(C) =

∫
DKµ(t)P exp

[
−
∫ τ

0

(iKµ(t)[ẋµ(t)− γµ(t)] +m2)

]
Jµν(C) =

∫
DKµ(t)P

{
γµ(t1)γν(t2) exp

[
−
∫ τ

0

(iKµ(t)[ẋµ(t)− γµ(t)] +m2)

]}
,(19.33)

where t1 and t2 are times of x1, x2.
Path and area derivatives
To write down the loop equations, we need to define some geometric objects called the

path and area derivatives.
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(b)

x x

(a)

Figure 58: Diagrams for the definition of the area derivative: (a) Cδσµν . (b) Cx.

The area derivative of a function of a closed contour C is defined as follows. Consider the
contour C with a point x singled out, Cx, as in Fig.58b, and the same with an extra loop in
the plane (µν) and of area δσµν at point x, Cδσµν , as in Fig.58b. Then the area derivative is

δF(C)
δσµν(x)

≡ 1

δσµν(x)

[
F(Cδσµν )−F(Cx)

]
. (19.34)

Here δσµν = dxµ ∧ dxν . For the path derivative, consider the contour Cδxµ where at point x,
the contour is shifted along δxµ for a length δxµ, in the µ direction, and then comes back
(with zero area), as in Fig.59a, so

∂xµF(Cx) =
1

δxµ

[
F(Cδxµ)−F(Cx)

]
. (19.35)

Note that the standard variational derivative can be written as a combination of the path
and area derivatives as

δ

δxµ(σ)
= ẋν(σ)

δ

δσµν(x(σ))
+

m∑
i=1

∂xiµ δ(σ − σi). (19.36)

(b)

x x

(a)

Figure 59: Diagrams for the definition of the path derivative: (a) Cδxµ . (b) Cx.

Makeenko-Migdal loop equation.
The loop equation is then written as

∂xµ
δ

δσµν(x)
〈W [C]〉 = λ

∮
C
dyνδ

(D)(x− y)〈W [Cyx]〉〈W [Cxy]〉 , (19.37)
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for N → ∞, and where λ = g2N is the ’t Hooft coupling. Moreover, here C = Cxy ∪ Cyx is
closed, whereas Cyx goes from x to y (very close by points) in a long route on one side, and
Cxy goes from y to x in a long route on another side, as in Fig.60. Note that this is a single
equation for the Wilson loop VEV. This equation is the analogue of the Dyson-Schwinger
equation.

xy

x

yC C
yx

Figure 60: Diagram for the Makeenko-Migdal equation: Cxy and Cyx.

At finite N , we can write a version of the above, but where now the equation does not
close, i.e. it is not an equation for a single object. It is

∂xµ
δ

δσµν(x)
〈W [C]〉 = λ

∮
C
dyνδ

(D)(x− y)

[
〈W [Cyx]W [Cxy]〉 −

1

N2
〈W [C]〉

]
. (19.38)

Therefore we see that there is an extra term with 1/N2, but more importantly, the right
hand side at finite N does not factorize, and we get the VEV of a product of Wilson loops.
Then we must write down an equation for the product of two Wilson loops, that will depend
on the VEV of the product of 3 Wilson loops, etc., obtaining an infinite chain of coupled
differential equations.

Order parameters.
The Wilson loop is an order parameter in the sense of Landau’s theory of second order

phase transitions, namely an object that has a nonzero VEV in an ordered phase, and a zero
VEV in a disordered phase, since in a confining (disordered) phase,

〈W [C]〉 ∼ e−σArea → 0 , (19.39)

whereas in a Higgs (ordered) phase, we have

〈W [C]〉 ∼ e−µPerimeter 6= 0. (19.40)

Of course, there is a slight abuse of notation, since in the limit of large contour, really both
VEVs go to zero, but the confining one goes much faster. In fact, we can of course multiply
everything with e+µPerimeter to make it more precise, but it is still not perfectly defined.

We can define however another type of observable, a disorder parameter, i.e. one that
has nonzero VEV in the disordered phase and zero in the ordered phase. It is an operator
dual to the Wilson loop (in the sense that its properties are opposite to the Wilson loop),
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called the ’t Hooft operator T [C]. Unlike the Wilson loop, it can only be defined in the case
where all the scalars are invariant under the center ZN of SU(N) (the center of a group is
the subgroup that commutes with all the other elements).

The ’t Hooft loop is defined rather abstractly as follows. Consider a gauge transformation
Ω[C] that is singular along the curve C. If another curve C ′ winds through C with a linking
number n (e.g. two links of a chain have linking number 1), and C ′ is parametrized by
θ ∈ [0, 2π], then

Ω[C](2π) = Ω[C](0)e
2πin
N . (19.41)

Then the ’t Hooft loop operator T [C ′] is defined by the relation

W [C]T [C ′] = T [C ′]W [C]e
2πin
N . (19.42)

As one can guess from the statement that the ’t Hooft loop is dual to the Wilson loop,
in a Higgs (ordered) phase we have

〈T [C]〉 ∼ e−σ
′Area → 0 , (19.43)

i.e., the area law, whereas in a confining (disordered) phase, we have

〈T [C〉 ∼ e−µPerimeter 6= 0. (19.44)

Note however, that ’t Hooft showed that there are also mixed phases, where

〈W [C]〉 ∼ e−σArea; 〈T [C]〉 ∼ e−σ
′Area. (19.45)

Polyakov loop
An important sub-case of Wilson loop, that has its own name, is called the Polyakov loop.

It is a Wilson loop in the case of a QFT at finite temperature, i.e. described in Euclidean
space by periodic time, with periodicity β = 1/Temperature. The Polyakov loop is a loop
where the rectangular contour wraps once along the periodic time direction.

In this case we obtain a better understanding of why W [C] is an order parameter. Indeed,
in this case, the length in time T = β is fixed and finite. That means that now, for infinite
contour C, in the Higgs (ordered) phase,

〈W [C]〉 ∼ e−µT = constant 6= 0 , (19.46)

and in the confining (disordered) phase,

〈W [C]〉 ∼ e−(σT )R → 0. (19.47)

Important concepts to remember

• Wilson loops characterize the behaviour of external quarks (infinitely massive probe
quarks, not dynamical) in gauge theories.
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• In an abelian theory, Φ = exp[i
∮
Aµdx

µ] is gauge invariant and defines parallel trans-
port of charged scalar fields, and in a nonabelian gauge theory, W [C] = 1/N Tr[P exp

{
i
∮
Aµdx

µ
}

]
is gauge invariant and defines parallel transport of charged scalar fields.

• The Wilson loop contains all information about observables of the gauge theory. Its
first nontrivial term in the expansion on a square (plaquette) is the kinetic term of the
gauge action.

• The VEV of the Wilson loop on a rectangular contour infinitely long in the time
direction defines the quark-antiquark potential by 〈W [C]〉 ∝ e−TVqq̄(R) as T →∞.

• For a confining theory (a confining phase), the potential is linear Vqq̄(R) = σR, so we
obtain the area law, whereas for a Higgs phase, the potential is constant, so we obtain
the perimeter law. For a conformal theory like QED, we obtain a Coulomb potential
Vqq̄(R) = α/R.

• VEVs of gauge invariant observables factorize in the large N limit of SU(N) YM, so
there is a gauge invariant, composite master field Φ. In fact the Wilson loop has its
properties, and we can define (even at finite N) gauge theory observables in terms of
sums over paths with the desired operator insertions.

• The Wilson loop at N →∞ satisfies the Makeenko-Migdal loop equation (the equation
closes on VEVs of W [C]), and at finite N we obtain an infinite set of coupled equations
for VEV of products of Wilson loops.

• The Wilson loop is an order parameter, and its dual, the ’t Hooft loop, is a disorder
parameter.

• The Polyakov loop is a Wilson loop at finite temperature, where the infinite lines in
the time directions now wrap once the periodic time.

Further reading: See chapter 15.3 in [3].
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Exercises, Lecture 19

1) Consider a circular Wilson loop of radius R in Euclidean space. If the theory is
confining, how will the Wilson loop VEV scale with R? How about if it is conformal (like
QED)?

2) Check that the confining result for the circle satisfies the Makeenko-Migdal loop equa-
tion.
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20 Lecture 20. IR divergences in QED.

In this lecture we start the study of IR divergences, focusing on the example of QED.
Collinear divergences
We already saw in lecture 2 that when we have massless particles in the theory, we

have IR divergences in the loop diagrams. For instance, in the one-loop diagram with two
n+ 2-point vertices, two propagators and 2n external lines in Fig.4, with Feynman diagram

λ2

2

∫
dDq

(2π)D
1

q2 +m2

1

(q − P )2 +m2
, (20.1)

where P =
∑

i pi is the total external momentum at each of the two vertices, if m2 = 0 AND
P 2 = 0, the integral becomes

λ2

2

∫
dDq

(2π)D
1

q2

1

q2 − 2q · P
, (20.2)

so is divergent in D = 4, in the angular integration region where q̂ · P̂ = 0, since then

∼ λ2

2

∫
dΩ

∫
dq

q

q2 − 2qP q̂ · P̂
∝
∫
dq

q
. (20.3)

Note that this divergence appears only for massless external states, since if P 2 6= 0, we do
not have an IR divergence. In turn, if n > 1, that means that the external particles must
be collinear, pi ∝ pj, such as to have P 2 = 0. Note also that the divergence is due to a
virtual ”photon” (massless particle) of momentum q being collinear with the (set of) external
particle(s) P =

∑
i pi, since q · P = 0 ⇔ q is parallel with P (P 2 = 0). This type of IR

divergence is then called a collinear IR divergence. It will be cancelled by an IR divergence
in the amplitude to emit a (real) ”photon” (massless particle) collinear with an external
line from each it is emitted. In conclusion, a collinear IR divergence is due to a virtual
or real ”photon” being collinear with a massless external line. For the existence of such a
divergence, we need to have a massless external state coupling to a massless internal loop,
i.e. to have self-interactions of massless states, since we needed P 2 = 0, but also q2 = 0
and (q− P )2 = 0. This will happen in QCD, where gluons are self-interacting, but does not
happen in QED.

In dimensional regularization, using the result (3.35) at m = 0 (from lecture 3), we can
calculate the diagram as

I =
λ2

2

Γ
(
2− D

2

)
(4π)

D
2

PD−4

∫ 1

0

dα [α(1− α)]
D
2
−1 ∝ λ2 2

ε

(
P 2

µ2

)− ε
2

∝ λ2

[
2

ε
− log

P 2

µ2

]
, (20.4)

where as usual D = 4−ε, we have introduced a dimensional transmutation parameter µ, and
finally we have expanded in ε to obtain a term logarithmically divergent in µ→ 0 (thought
of as an IR cut-off).

Soft divergences
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Figure 61: Soft Divergence diagram piece.

Consider a part of a larger one-loop diagram with two consecutive external states, and
take them to have mass m. They are taken to be continued into the loop, so two outward
extending propagators, with momenta k1 + q and k2 − q will have the same mass m. In
between these two lines, there is a massless propagator with momentum q. We have here in
mind the application to QED, or rather the simpler version of massive scalar QED (charged
complex scalar) where the massive line would be a scalar, and the massless one a photon,
but we can also consider the massless case m = 0, and then we have in mind a theory of
massless scalars. This part of the diagram, in Fig.61, will give a contribution∫

dDq

(2π)D
1

(q + k1)2 +m2

1

q2

1

(q − k2)2 +m2
=

∫
dDq

(2π)D
1

q2 + 2q · k1

1

q2

1

q2 − 2q · k2

, (20.5)

which we see is independent of the mass m of the external states, appears at general k1, k2

(not necessarily collinear), and moreover the divergence is present independently of the
orientation of the ”photon”, i.e. of whether q · k1 = 0 and q · k2 = 0 or not (which equality
is true for m2 = 0, so that k2

1 = k2
2 = 0, AND q � k1 and q � k2). The only source of this

divergence is the fact that the ”photon” q is ”soft” (small energy), i.e. q2 ∼ 0 and moreover
|~q|2 small.

This divergence, for soft virtual massless particles (in a loop), and a corresponding one
for soft emitted (real) massless particles, is called a soft divergence and is present in any
theory with massless particles interacting with something, so is present both in QED and in
QCD.

In nonabelian gauge theories (YM) then, we have both soft and collinear IR divergences,
and correspondingly in dimensional regularization at one-loop we have a factor of 1/ε for
each: we saw that there was an 1/ε for collinear divergences, and there is another one for
soft ones. In total, in a planar one-loop diagram for each pair of consecutive momenta, ki
and ki+1, with si,i+1 ≡ (ki + ki+1)2, we have a divergent factor of

∼ 1

ε2

(
−si,i+1

µ2

)ε
' 1

ε2

[
1 + ε log

−si,i+1

µ2
+
ε2

2
log2 −si,i+1

µ2
+ ...

]
(20.6)

We see that the term divergent as µ→ 0 is ∼ log2(−si,i+1/µ
2) in the nonabelian case. In the

QED case (abelian), when we have only soft divergences, at one-loop we have in dimensional
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regularization a term ∼ 1/ε(−si,i+1/µ
2)ε ∼ 1/ε + log(si,i+1/µ

2), so the term divergent as
µ → 0 is log(−si,i+1/µ

2). A useful IR regularization that will be used in the following is
to introduce a photon mass µph. When translating dimensional regularization results into
photon mass regularization, we just drop the 1/ε terms and keep only the terms divergent
for µ→ 0, replacing µ with µph. Therefore in the QED case, we expect an IR divergence of
order log(q2/µ2

ph), and we will see that this is what we obtain.
For completeness, note that at L loops, we have in nonabelian gauge theory a leading

divergent term of O(1/ε2L).

1

p

q=p−p
2 1

(a)
(b)

k
p−k

k+q

1

p
2

Figure 62: Soft Divergent vertex diagram. (a) Zeroth order diagram. (b) One-loop diagram.

QED vertex IR divergence
Consider the full quantum mechanical QED vertex Γµαβ, with a fermion with momentum

p1 going in, a fermion with momentum p2 coming out, and a photon with momentum q =
p2 − p1 coming in, as in Fig.62a. Then, in general, by Lorentz invariance we should have

Γµ = Aγµ +B(pµ1 + pµ2) + C(pµ2 − p
µ
1). (20.7)

The vertex should satisfy the Ward-Takahashi identity,

qµΓµ = (p2 − p1)µΓµ = A(p2 − p1)µγ
µ + C(p2 − p1)2 = 0 , (20.8)

where we have used p2
2− p2

1 = 0 on-shell. Since the vertex also appears in between ū(p2) and
u(p1), and (p2 − p1)µū(p2)γµu(p1) = 0 on-shell (by the Dirac equation for u(p1) and ū(p2)),
inside physical amplitudes we can ignore A, and the Ward-Takahashi identity just says that
C = 0.

On the other hand, we have the Gordon identity, sometimes written as two equations,

mū(p2)γµu(p1) = pµ1 ū(p2)u(p1)− iū(p2)σµνp1νu(p1)
mū(p2)γµu(p1) = pµ2 ū(p2)u(p1) + iū(p2)σµνp2νu(p1) , (20.9)

and sometimes as the average of the two equations above, giving

ū(p2)γµu(p1) = ū(p2)

[
pµ2 + pµ1

2m
+
iσµνqν

2m

]
u(p1). (20.10)
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It means that we can swap the term with B (with (p1 + p2)µ) for a contribution to the term
with A (with γµ) and another with σµνqν , i.e. we can always write (in between ū(p2) and
u(p1))

Γµ(p2, p1) = γµF1(q2) +
iσµνqν

2m
F2(q2) , (20.11)

where we have defined the two structure functions F1(q2) and F2(q2).
We have treated the one-loop correction to Γµ, Γµ(1), in lecture 6 and lecture 8, but there

we ignored the IR divergences. We will redo the calculation (some relevant steps) here,
in Minkowski space, with a slightly different parametrization for the loop momentum, and
considering the IR divergences.

The one-loop diagram has a photon with mometum p1 − k being emitted from the p1

fermion line, turning it into a fermion with momentum k, and being reabsorbed into the
other fermion line, initially with momentum k + q, to turn in into p2, as in Fig.62b. Then
the diagram gives

ū(p2)Γµ(1)(p1, p2)u(p1) =

∫
d4k

(2π)4

−igνρ
(k − p1)2 − iε

ū(p2)(+eγν)
−(k/+ q/+ im)

(k + q)2 +m2 − iε
×

×γµ −(k/+ im)

k2 +m2 − iε
(+eγρ)u(p1)

= +2ie2

∫
d4k

(2π)4

ū(p2)[k/γµ(k/+ p/1)−m2γµ + 2im(2k + q)µ]u(p1)

[(k − p1)2 + iε][(k + q)2 +m2 − iε][k2 +m2 − iε]
.

(20.12)

Doing the Feynman parametrization for the 3 propagators in the denominator, ∆1,∆2,∆3,
with α1 for k2 +m2, α2 for (k + q)2 +m2 and α3 for (k − p1)2, we get

1

∆1∆2∆3

=

∫ 1

0

dα1dα2dα3δ(α1 + α2 + α3 − 1)
1

(k̃2 + F − iε)3
, (20.13)

where k̃ = k + α2q − α3p1. Using the formulas∫
d4k̃

(2π)4

k̃µ

(k̃2 + F − iε)3
= 0∫

d4k̃

(2π)4

k̃µk̃ν

(k̃2 + F − iε)3
=

∫
d4k̃

(2π)4

1
4
gµν k̃2

(k̃2 + F − iε)3
, (20.14)

after some algebra, we obtain

ū(p2)Γµ(1)(p1, p2)u(p1) = 2ie2

∫
d4k̃

(2π)4

∫ 1

0

dα1dα2dα3δ(α1 + α2 + α3 − 1)
2

(k̃2 + F − iε)3
×

×ū(p2)

[
γµ
(
−1

2
k̃2 − (1− α1)(1− α2)q2 + (1− 4α3 + α2

3)m2

)
+
iσµνqν

2m
(2m2α3(1− α3))

]
u(p1) , (20.15)
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where
F = α1α2q

2 + (1− α3)2m2. (20.16)

One would need to UV regulate this integral, but we will ignore it here, and instead
adopt a bit later on a subtraction procedure (renormalization condition). Note that the part
with k̃2 in the numerator, that was called Γ(1a) in lecture 6, is UV divergent, but is not of
interest for us. The part without k̃2 in the numerator, called Γ(1b) in lecture 8, is UV finite,
and will contain the relevant IR divergences, so we are interested in it.

Performing a Wick rotation on the formula (3.30) from lecture 3, and putting D = 4 (for
the case the integral is UV finite), giving∗∫

d4k̃

(2π)4

1

(k̃2 + ∆)n
=

i

(4π)2

1

(n− 1)(n− 2)

1

∆n−2
, (20.18)

we obtain for the IR divergent piece

ū(p2)Γµ(1b)u(p1) =
α

2π

∫ 1

0

dα1dα2dα3δ(α1 + α2 + α3 − 1)×

×ū(p2)

[
γµ

(1− α1)(1− α2)q2 + (1− 4α3 + α2
3)m2

F

+
iσµνqν

2m

2m2α3(1− α3)

F

]
. (20.19)

The integral of the coefficient of γµ in the square brackets is F
(1b)
1 (q2) and the integral of the

coefficient of iσµνqν
2m

is F2(q2). F2 will not contain IR divergences, but F
(1b)
1 will. To see that,

we calculate F
(1b)
1 (q2 = 0). We have∫ 1

0

dα1dα2dα3δ(α1 + α2 + α3 − 1)
1− 4α3 + α2

3

F (q2 = 0)

=

∫ 1

0

dα3

∫ 1−α3

0

dα2
−2 + (1− α3)(3− α3)

m2(1− α3)2

=

∫ 1

dα3
−2

m2(1− α3)
+ finite. (20.20)

We see that we have an IR divergence, coming from the α3 ' 1 region of integration in
the last Feynman parameter. We need to regulate this IR divergence. One option would
be to use dimensional regularization, and we will sketch it afterwards, but here instead we
introduce a small photon mass µph.

Then the photon propagator will give [(k − p1)2 + µ2
ph − iε]−1 instead of [(k − p1)2 −

iε]−1, and since the inverse photon propagator ∆3 appears multiplied by α3 in the Feynman
parametrization, the effect of the regularization is to add a term α3µ

2
ph to F .

∗For use later on, note that the case relevant for us, of n = 3, gives, for dimensional regularization in
Minkowski space, ∫

dDk

(2π)D
1

(k̃2 + ∆)3
=

i

(4π)D/2

Γ(3−D/2)

Γ(3)

1

∆3−D
2

. (20.17)
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We need one more ingredient. For the UV regularization of the whole diagram, a simple
renormalization condition is

Γµ(q2 = 0) = γµ. (20.21)

That subtracts the UV divergence in Γ
(1a)
µ , contributing to F (1a)(q2), but it also affects the

UV-finite piece Γ
(1b)
µ , specifically F

(1b)
1 (q2), by subtracting F

(1b)
1 (q2 = 0). We finally obtain

F
(1)
1 (q2)|µ2

ph→0 ' F
(1b)
1 (q2)|µ2

ph→0 '
α

2π

∫ 1

0

dα1dα2dα3δ(α1 + α2 + α3 − 1)×

×

[
m2(1− 4α3 + α2

3)− q2(1− α1)(1− α2)

q2α1α2 +m2(1− α3)2 + µ2
phα3

− m2(1− 4α3 + α2
3)

m2(1− α3)2 + µ2
phα3

]
.

(20.22)

The IR divergence, as we saw above, comes from the α3 ' 1 (⇒ α1 ' α2 ' 0) region of inte-
gration in the Feynman parameters, and (since the integration in the Feynman parameters
is only between 0 and 1) it appears from the denominators. Therefore we can put α3 = 1
and α1 = α2 = 0 in the numerators, as well as in the regulator, so α3µ

2
ph → µ2

ph.
Therefore we have

F
(1)
1 (q2)|µ2

ph→0 '
α

2π

∫ 1

0

dα3

∫ 1−α3

0

dα2

[
−2m2 − q2

m2(1− α3)2 + q2α2(1− α3 − α2) + µ2
ph

− −2m2

m2(1− α3)2 + µ2
ph

]
. (20.23)

With the substitution α2 = (1− α3)ξ and w = 1− α3, with Jacobian w, we obtain

F
(1)
1 (q2)|µ2

ph→0 '
α

2π

∫ 1

0

dξ
1

2

∫ 1

0

d(w2)

[
−2m2 − q2

[m2 + q2ξ(1− ξ)]w2 + µ2
ph

− −2m2

m2w2 + µ2
ph

]

=
α

2π

∫ 1

0

dξ

24

[
−2m2 − q2

m2 + q2ξ(1− ξ)
log

m2 + q2ξ(1− ξ)
µ2

ph

+ 2 log
m2

µ2
ph

]
;(20.24)

Before we continue, we now redo this calculation in dimensional regularization. The first
observation is that, with D = 4 − 2ε, ε > 0 gives UV regularization, but ε < 0 gives IR
regularization. A typical (limit) divergence both in the UV and in the IR is a log-divergence,∫

dDk

k4
∝
∫ ∞

0

dk

k5−D , (20.25)

and we see that the UV divergence is regulated only by 4−D = 2ε > 0,∫ ∞ dk

k1+2ε
∼ k−2ε

−2ε

∣∣∣∣∞ <∞ , (20.26)

whereas the IR divergence is regulated only by 4−D = 2εUV = −2εIR < 0 ,∫
0

dk

k1−2εIR
∼ k+2εIR

ε

∣∣∣∣
0

<∞. (20.27)
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So we consider D = 4+2ε in (20.17) and IR regularize like this instead of introducing µph.
Then the denominator in F1 is now F 1−ε instead of F . But again the divergent integration
region for the Feynman parameters is α3 ' 1 ⇒ α1 ' α2 ' 0, so we can repeat the same
steps up until we do the w2 integration, to obtain in dimensional regularization

F
(1)
1 (q2)|ε→0 '

α

2π

∫ 1

0

dξ
1

2

∫ 1

0

d(w2)

[
−2m2 − q2

([m2 + q2ξ(1− ξ)]w2)1−ε −
−2m2

[m2w2]1−ε

]
=

α

2π

µ2ε

ε

1

2

∫ 1

0

dξ

[(
m2

µ2

)ε −2− q2/m2

[1 + q2ξ(1− ξ)/m2]1−ε
+ 2

(
m2

µ2

)ε]
,(20.28)

where we have introduced a dimensional transmutation scale µ, and the overall µ2ε should
be reabsorbed, as usual, in the redefinition of the coupling. Note that we obtain the corre-
spodence with the photon mass regularization already suggested, since

1

ε

(
m2

µ2

)ε
[1 + q2ξ(1− ξ)/m2]ε ' 1

ε
+ log

m2 + q2ξ(1− ξ)
µ2

1

ε

(
m2

µ2

)ε
' 1

ε
+ log

m2

µ2
. (20.29)

We now go back to the photon mass regularization and define

fIR(q2) =

∫ 1

0

dξ
m2 + q2/2

m2 + q2ξ(1− ξ)
, (20.30)

and, since generically log(m2+q2ξ(1−ξ))/µ2
ph does not vary much, and in any case for µph → 0

it doesn’t matter too much what exactly we have in the log, we can write log(q2 or m2)/µ2
ph

and take it out of the integral in F (1)(q2), and adding the tree level part F
(0)
1 (q2) = 1, we

finally have

F1(q2) = 1− α

2π
fIR(q2) log

q2 or m2

µ2
ph

+O(α2). (20.31)

Note that in the q2 →∞ limit most of the integral in fIR comes from the two endpoints,
ξ ' 0 and ξ ' 1 so

fIR(q2) ' 1

2

∫
0

dξ
q2

q2ξ +m2
+

1

2

∫ 1

dξ
q2

q2(1− ξ) +m2
' log

q2

m2
. (20.32)

In this limit we can write F
(1)
1 (q2) as

F
(1)
1 (q2 →∞) ' − α

2π

1

2

∫ 1

0

dξ

[
1

ξ(1− ξ) +m2/q2
log

q2

µ2
ph

[
ξ(1− ξ) +

m2

q2

]
− log

m2

µ2
ph

]
,

(20.33)
and after splitting log[(q2/µ2

ph)(ξ(1− ξ) +m2/q2)] in two logs, the second log term (with the
overall minus removed),

α

2π

1

2

∫ 1

0

dξ
1

ξ(1− ξ) +m2/q2
log

[
ξ(1− ξ) +

m2

q2

]
' a

2π
log2 q2

m2
� α

2π
log

q2

µ2
ph

, (20.34)
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so can be neglected, and we obtain

F1(q2 →∞) ' 1− α

2π
log

q2

m2
log

q2

µ2
ph

+O(α2) = 1− α

2π
fIR(q2 →∞) log

q2

µ2
ph

+O(α2). (20.35)

The double log that we obtained is called a Sudakov double log. Note though that only one
of the logs is IR divergent (as µ2

ph → 0), the other one is a physical log.
In dimensional regularization, we can rewrite (20.28) as

F
(1)
1 (q2)|ε→0 '

α

2π

µ2ε

ε

1

2

∫ 1

0

dξ

[(
q2

µ2

)ε −1− 2m2/q2

[ξ(1− ξ) +m2/q2]1−ε
+ 2

(
m2

µ2

)ε]
, (20.36)

which makes it more obvious that we can always write it, after dropping the 1/ε term, as

F
(1)
1 (q2)|ε→0 ' −

α

2π
fIR(q2) log

q2

µ2
ph

, (20.37)

where the log(q2/µ2
ph) appears from the expansion of the (1/ε)(q2/µ2)ε. Then the approxima-

tion of having fIR(q2) as in (20.30) corresponds to ignoring the ε power of [ξ(1− ξ)+m2/q2],
since the corresponding integral is finite, so that gives an O(ε) correction; even though by
multiplication with the overall 1/ε means we get a finite contribution also.

(b)

0

0

p

k

k

2

p
2

p p1 1(a)

Figure 63: Photon emission diagrams cancelling the 1-loop divergences.

Cancellation of IR divergence by photon emission.
So we obtained an IR divergence of amplitudes that cannot be removed by renormal-

ization. This would seem to be bad, but as we already explained, this is just a statement
that the amplitude (or rather, the cross section obtained from it) for just this process is not
something physical in a theory like QED with massless particles.

That is so since we can emit the massless particles (photons) from external lines, and if
the photons have sufficiently small energies, they cannot be independently detected by any
physical detector, that will always have a minimal energy cut-off. Note that in QED, we only
have soft divergences, so we only need to be concerned about soft emitted photons (with
energies < Emin). But in a theory like QCD, which also has collinear divergences, we also
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need to be concerned about emitting photons that are not soft (large energies), but instead
are collinear with the particles from which they are emitted, so they cannot be distinguished
from the emitted particles by a detector which has a resolution of some minimal angle θmin.

Therefore we need to consider the process of emission of a soft photon off the electron
lines, leading to two diagrams. Consider the tree level diagram with amplitude M0, in our
case the tree vertex for two fermions, one with momentum p1 (in) and one with momentum
p2 (out) and a photon with momentum q = p2− p1. Then the first correction diagram is for
a photon with momentum k to be emitted from the (initial momentum) p1 line, turning it
into p1− k, as in Fig.63a, and the second diagram is for the photon with momentum k to be
emitted from the (final momentum) p2 line, turning the line into p2 + k when it starts from
M0, as in Fig.63b.

We also assume that the photon is soft, i.e. |~k| � |~p2−~p1|, in which case the subdiagram
M0 for the two diagrams is the same, and the same with the tree diagram, i.e.

M0(p2, p1 − k) 'M0(p2 + k, p1) 'M0(p2, p1) ≡M0. (20.38)

Then the amplitude for emission of a photon from one of the external lines is

iM = eū(p2)

[
M0
−(p/1 − k/+ im)

(p1 − k)2 +m2
γµε∗µ(k) + γµε∗µ(k)

−(p/2 + k/+ im)

(p2 + k)2 +m2
M0

]
u(p1). (20.39)

Because of p1 and p2 being on-shell, the two denominators are −2p1 · k and +2p2 · k, respec-
tively. Since the photon is soft, we can neglect k/ in the numerator (small compared to p/i
and m). Also using the identities

(p/1 + im)γµε∗µ(k)u(p1) = 2pµ1ε
∗
µ(k)u(p1)+γµε∗µ(k)(−p/1 + im)u(p1) = 2pµ1ε

∗
µ(k)u(p1) , (20.40)

where in the first equality we have used {γµ, γν} = 2gµν and in the second we have used the
Dirac equation written for the spinor u(p1), and the similarly proven one

ū(p2)γµε∗µ(k)(p/2 + im) = ū(p2)2pµ2ε
∗
µ(k) , (20.41)

we finally write the amplitude as

iM = −ū(p2)M0(p2, p1)u(p1) e

[
p2 · ε∗(k)

p2 · k
− p1 · ε∗(k)

p1 · k

]
. (20.42)

Integrating over the momentum of the photon and summing over its polarizations, we obtain
the differential cross section for emission of a photon as a function of the cross section without
photon emission,

dσ(p1 → p2 + γ) = dσ(p1 → p2)

∫
d3k

(2π)3

1

2k

∑
λ=1,2

e2

∣∣∣∣p2 · ε(λ)(k)

p2 · k
− p1 · ε(λ)(k)

p1 · k

∣∣∣∣2 . (20.43)

The differential probability for a photon of momentum k is then

dP(p1 → p2 + k) =
d3k

(2π)3

∑
λ

e2

2k

∣∣∣∣~ε(λ) ·
(

~p2

p2 · k
− ~p1

p1 · k

)∣∣∣∣2 . (20.44)
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The total probability, integrating |k| between the regulator µph (photon mass) and a max-
imum of |q| (since the condition for soft photon was for |k| � |q|, where ~q = ~p2 − ~p1),
is

P ' α

π

∫ |q|
µph

dk

k
I =

α

2π
log

q2

µ2
ph

I. (20.45)

For the differential cross section summed over k, we then find

dσ(p1 → p2 + k) = dσ(p1 → p2)
α

2π
log

q2

µ2
ph

I. (20.46)

We will not describe here the calculation of I (it can be found for instance in [3]), but
one finds

I(q2 →∞) ' 2 log
q2

m2
. (20.47)

If follows then that the differential cross section for p1 → p2, taking into account the
1-loop IR divergence, is written in terms of the tree level process as (from |F (0+1)

1 (q2)|2)

dσ

dΩ
(p1 → p2) =

(
dσ

dΩ

)
0

(p1 → p2)

[
1− α

π
log

q2

m2
log

q2

µ2
ph

+O(α2)

]
. (20.48)

On the other hand, we express the differential cross section for p1 → p1 + γ in terms of the
same tree level process (without γ, described by M0) as

dσ

dΩ
(p1 → p2 + γ) =

(
dσ

dΩ

)
0

(p1 → p2)

[
+
α

π
log

q2

m2
log

q2

µ2
ph

+O(α2)

]
. (20.49)

That means that their sum is independent of µ2
ph, i.e. it is IR finite! Note that this is an

abstract result, because we cannot really measure the total cross section with emission of a
γ of arbitrary energy.

More physically, we can consider a detector that has an energy resolution of Emin, i.e.
it cannot detect photons of smaller energy. Then the process with emission of a photon
of smaller energy is considered as part of the process without emission. We need then to
integrate

∫ Emin
µph

dk/k = 1/2 lnE2
min/µ

2
ph. We also can prove (will not be done here) that

I(q2) = 2fIR(q2), ∀q2. (20.50)

We thus obtain

dσ

dΩ
(p1 → p2 + γ(k ≤ Emin)) =

(
dσ

dΩ

)
0

(p1 → p2)

[
+
α

π
fIR(q2) log

E2
min

µ2
ph

+O(α2)

]
, (20.51)

and as before

dσ

dΩ
(p1 → p2) =

(
dσ

dΩ

)
0

(p1 → p2)

[
1− α

π
fIR(q2) log

q2 or m2

µ2
ph

+O(α2)

]
, (20.52)
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for a total of

dσ

dΩ

∣∣∣∣
measured

=
dσ

dΩ
(p1 → p2) +

dσ

dΩ
(p1 → p2 + γ(≤ Emin))

=

(
dσ

dΩ

)
0

(p1 → p2)

[
1− α

π
fIR(q2) log

q2 or m2

E2
min

+O(α2)

]
. (20.53)

Summation of IR divergences and Sudakov factor
We now resum one-loop diagrams on the side of virtual photons (loop corrections to

the vertex), of the type of exchanging photons between the two fermion lines, but planarly
(”parallel”, they do not cross), and correspondingly on the photon emission side we consider
the process of emission of n photons, one after another, from the external lines. In a way
similar to the calculation sketched in lecture 18 for the Alrarelli-Parisi evolution equation in
lecture 18, we obtain that this process resums, giving a factor[

α

π
log

q2

m2
log

q2

µ2
ph

]n
. (20.54)

But moreover, there is a symmetry factor of 1/n! in front of this, because emitted photons
are indistinguishable, which means that when we sum these contributions, the one-loop IR
divergence exponentiates!

The exponentiation of IR divergences is rigorously proved in a theorem by Bloch and
Nordsieck (1937).

photons
hard

soft

Figure 64: Factorization of the amplitude into a ”hard” part and a ”soft” part that governs
the emission of soft photons.

Up to now, we have considered the QED vertex at one-loop, but an important property
of IR divergences is factorization, which means that in some physical process, the ”soft” and
”hard” contributions factorize, as in Fig.64. We can split the process into a ”hard” part
(with large momenta), for scattering of 2 fermions with some other stuff, which we called
M0 previously (note that we had assumed that M0 was the tree vertex, but we can easily
check that it did not matter what M0 was, as long as it was a hard process); and a ”soft”
part (with small momenta) for scattering of two fermions to two fermions, possibly with soft
photon emission.
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Then the contribution to the soft part of soft virtual photons, i.e. of photons exchanged
between the two fermion lines, gives a factor[

−α
π
fIR(q2) log

q2

µ2
ph

]n
1

n!
≡ Xn

n!
. (20.55)

On the other hand, the contribution to the soft part of the soft real (emitted) photons, i.e.
photons emitted from the two fermion lines, gives a factor of

1

n!

[
α

π
I log

Emin
µph

]n
=

[
α

π
fIR(q2) log

E2
min

µ2
ph

]n
1

n!
. (20.56)

That means that in the measured differential cross section, we have(
dσ

dΩ

)
measured

=

(
dσ

dΩ

)
0

(p1 → p2)

(∑
n

Xn

n!

)(∑
m

Y m

m!

)

=

(
dσ

dΩ

)
0

(p1 → p2) exp

[
−α
π
fIR(q2) log

q2

µ2
ph

]
exp

[
α

π
fIR(q2) log

E2
min

µ2
ph

]
=

(
dσ

dΩ

)
0

(p1 → p2) exp

[
−α
π
fIR(q2) log

q2

E2
min

]
. (20.57)

The exponential factor is called a Sudakov form factor.
Once again, note that this exponential factor is only the resummation of one-loop dia-

grams, it is not genuinely two-loop, meaning that when expanding it in α, only the leading
term is exact. In general, at each loop order we will have another power of α contribution
in the exponential, i.e.

exp[α(...) + α2(...) + α3(...) + ...] (20.58)

Important concepts to remember

• Collinear IR divergences are due to massless particles (”photons”) collinear with mass-
less external states. For virtual particles, we have IR divergences in loops, for real
particles, we have IR divergences for particle emission. It appears due to the self-
interaction of massless states, so is present in QCD, but not in QED.

• Soft IR divergences are due to massless particles (”photons”) being soft (very small
momenta). For virtual particles, we have IR divergences in loops, for real particles,
we have IR divergences for particle emission. It appears independently of the external
states, and is present in both QCD and QED.

• In dimensional regularization, IR divergences appear due to factors of 1/ε(P 2/µ2)ε in
QED (just soft divergences) or 1/ε2(P 2/µ2)ε in QCD (soft and collinear divergences),
where P 2 is some relevant invariant: in the case of nonabelian YM in the planar limit,
it is −si,i+1 = −(ki + ki+1)2 for consecutive external massless lines.
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• The IR divergences can be regulated by including a mass µ for the massless particles,
or by dimensional regularization, with D = 4− 2ε, but with εUV = −εIR < 0.

• In QED, the divergence in the form factor is F1 = 1−α/(2π)fIR(q2) log(q2 or m2)/m2,
or at large q2 as F1(q2) = 1 − α/(2π) log(q2/m2) log(q2/µ2

ph, which is the Sudakov
double logarithm.

• The IR divergences cancel order by order in α between processes with virtual pho-
tons (loop corrections) and processes with real photons (emission of soft or collinear
photons).

• We can resum the one-loop corrections, and correspondingly the multiple emissions of
photons from the external lines, and obtain that the one-loop divergences exponentiate,
obtaining the Sudakov form factor.

Further reading: See chapter 12.1,12.2,12.3 in [2] and chapter 6.4, 6.5 in [3].
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Exercises, Lecture 20

1) Consider scalar QED, i.e. a photon γ coupled to a massive (charged) complex scalar φ.
Calculate fIR(q2) at one-loop (O(g2) correction) for the vertex V (p2, p1) ≡ F1(q2) in Fig.65.

Figure 65: IR divergent diagram.

2) Calculate (using the same formulas from class, and ignoring the same calculations)
the Sudakov form factor at one-loop (O(g2)).
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21 Lecture 21. IR safety and renormalization in QCD;

general IR-factorized form of amplitudes.

In this lecture, we will analyze IR divergences in QCD. To start however, we will give some
more results about QED that easily generalize to QCD.

As we saw last lecture, to IR-regularize we can use dimensional regularization, but in
D = 4− 2ε, ε > 0 for UV divergences, whereas ε < 0 for IR divergences. We also saw how to
map between photon mass regularization and dimensional regularization. We only showed
how to map the divergent terms, but the exact map actually contains some finite piece as
well,

ln
µ2

ph

m2
↔ Γ(ε)

(
4πµ2

m2

)ε
=

Γ(1 + ε)

ε

(
4πµ2

m2

)ε
=

1

ε
− γ + ln

4πµ2

m2
. (21.1)

This relation can be derived by computing Γµαβ in both mass and dimensional regulariza-
tion, and comparing the results.

Generalizing a bit the result from last lecture, we saw that the same integral having both
UV and IR divergences (at different endpoints), needs a different dimensional regularization
for each, so we write

Γ(D/2)

πD/2i

∫
dDq

(q2)n
=

1

D/2− n
− 1

D′/2− n
, (21.2)

D = 4− 2ε, D′ = 4− 2ε′ for n = 2, and only at the end of the calculation do we set D = D′.
In particular, Γµαβ has still UV divergences, that is dimensionally regularized with D,

whereas the IR divergence is either regularized with mass, or dimensional regularization
with D′. One finds

Γµ|mass reg. =
α

4π

[
γµ

(
1

ε
− γ + ln

4πµ2

m2
+
v2 + 1

v
ln
v + 1

v − 1
ln
µ2

ph

m2
+ F (v)

)
−(p1 − p2)µ

2m

v2 − 1

v
ln
v + 1

v

]
Γµ|dim.reg. =

α

4π

(
4πµ2

m2

)ε
Γ(1 + ε)

[
γµ

(
1

ε′
+

1

ε

v2 + 1

v
ln
v + 1

v − 1
+ F (v)

)
−(p1 − p2)µ

2m

v2 − 1

v
ln
v + 1

v

]
, (21.3)

where v =
√

1 + 4m2/q2 and F (v) is a given function of v, of some complicated form, and
finite.

We see that by expanding in ε
(

4πµ2

m2

)ε
Γ(1 + ε) as a coefficient of the ln(v + 1)/(v − 1)

term, and keeping the ε-finite part, we have a match between the dimensional regularization
and the mass regularization results only if we have (21.1).

The above was for QED, but in QCD the same calculation holds, chaging external elec-
trons for external quarks, and photons for gluons, and then we also exchange α for αsCF ,
where αs = g2/(4π).
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In QED, we saw that IR divergences exponentiate and factorize. We make this a bit
more formal now, to compare with QCD.

At one-loop, the IR divergent part of the vertex can be expressed in the form

ū(p2)Γ(IR)
µ u(p1) = eµεū(p2)γµu(p1)αΓ(ε, q2/m2) , (21.4)

and from the calculation of the previous lecture, one can show (we will not do it here) that
we can put the resulting Γ in the form

αΓ(ε, q2/m2) = −1

2
(eµε)2

∫
dDk

(2π)D
−i

k2 − iε

[
2pα1

2p1 · k + k2 − iε
− 2pα2

2p2 · k + k2 − iε

]2

. (21.5)

The approximation that we made last lecture, of considering for the leading IR divergence
that k2 can be neglected with respect to 2pi · k in the denominators is called the eikonal
approximation, or the leading divergence approximation, so

αΓeik(ε) = −1

2
(eµε)2

∫
dDk

(2π)D
−i

k2 − iε

[
2pα1

2p1 · k − iε
− 2pα2

2p2 · k − iε

]2

. (21.6)

Note that Γeik does not depend anymore on q2/m2, as we can check.
We saw last lecture that IR divergences exponentiate and factorize into a hard part,

containing the large momenta, and a soft part, containing the IR divergences in exponential
form. Formally then

Γµ(p1, p2) = eαΓeik

Γ(H)
µ , (21.7)

where Γ
(H)
µ is the hard part. Since however as things stand Γ

(H)
µ still has UV divergences,

one can also write the above as

Γµ(p1, p2) = eαΓ(ε,M2/m2)Γ(finite)
µ , (21.8)

where q2 ≡ −M2 and
Γ(finite)
µ = Γ(H)

µ eαΓeik(ε)−αΓ(ε,M2/m2). (21.9)

IR safety in QCD
In QCD, the coupling constant depends on scale and is strong at low energy, αs → ∞.

This means that it is very hard to define physical quantities, since besides the IR divergences
we also have to deal with infinite coupling. Quantities that are free of IR divergences are
called IR safe. As we already saw, cross sections, that are certainly observable, are supposed
to be IR safe. One way to express this is that as m2 � q2 (here m is the quark mass), we
have

σ

(
q2

µ2
, gs,

m2

µ2

)
= σ̄

(
q2

µ2
, gs

)
+O

[(
m2

q2

)b]
, (21.10)

where b > 0, and then σ̄ is completely finite. Since in asymptotically free theories the
renormalized mass satisfies mR(µ→∞)→ 0, the zero mass limit makes sense and moreover,
the high energy (q →∞) or zero mass (m→ 0) limits are equivalent.
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Figure 66: Diagram for the Born Cross section via unitarity cut.

Moreover, we can use cross sections to define the running of the coupling constant. We
will explain this, with the example of a simple process, very relevant experimentally.

Born cross section for e+e− → (qq̄)→ hadrons.
Consider the tree diagram for e+e− → qq̄ through an intermediate photon. The quarks

have charge Qfe. For the cross section, where we have the quantity |M|2 = MM∗, we
can draw diagrams with M and M flipped (time reversed) for M∗, forming for instance a
one-loop diagram from a tree one, with the quarks in the loop being on-shell, as in Fig.66. It
is related to the optical theorem, where cutting loop diagrams gives diagrams for the cross
section, but here we can just think of it as a useful trick.

We will not reproduce the calculation, but one finds that

dσ

d cos θ
= N

πα2

2s

∑
f

Q2
f (1 + cos2 θ) , (21.11)

which integrates to (cos θ varies between -1 and +1)

σtot = N
4πα2

3s

∑
f

Q2
f . (21.12)

Experimentally, one defines the ratio of the process with hadrons in the final state to the
one with leptons in the final state, namely e+e− → µ+µ−,

R ≡ σtot(e
+e− → hadrons)

σtot(e+e− → µ+µ−)
= N

∑
f

Q2
f , (21.13)

where in the last equality we have considered our tree level process. This quantity is measured
experimentally very well, and is one of the most stringent tests of QCD: it depends on the
fact of being 3 colours, and on the total number of quarks and their charges. It agrees
perfectly, leaving no room for extra quarks.

We are however interested in corrections to this result from QCD processes, i.e. correc-
tions of order ααs, where αs = g2/(4π). These would be one-loop diagrams with a QCD
loop, or two-loop cut diagrams for σ. There are 8 such diagrams, and the calculation is long,
so we will only parametrize the result and show the final answer. Details can be found in
[2].
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For the total cross section for e+e− → hadrons, we need to consider cut diagrams with
e+e− → γ →hadrons→ γ → e+e−, and the sum is over possible intermediate hadrons. This
can be parametrized in the following way

σtot(q
2) =

[
e2µ2ε

2(q2)3

]
(kµ1k

ν
2 + kµ2k

ν
1 − k1 · k2g

µν)Hµν(q
2) , (21.14)

where
Hµν(q

2) = e2µ2ε
∑
n

〈0|jµ(0)|n〉〈n|jν(0)|0〉(2π)4δ4(pn − q). (21.15)

Here the sum over n is over hadronic states, the states in the cut loop, and jµ is the electro-
magnetic current. Moreover, Hµν(q) must be transverse, which means that

Hµν(q
2) = (qµqν − q2gµν)H(q2). (21.16)

After a long calculation, where we split the contributions to Hµν , similarly to the QED
case, into contributions of real and virtual gluons (i.e. real gluons are emitted gluons, thus
gluons in the hadronic state |n〉, and virtual gluons are not), one finds

−gµνHreal
µν = +2NC2(F )Q2

f

ααs
π
q2

(
4πµ2

q2

)2ε [
1− ε

Γ(2− 2ε)

] [
1

ε2
+

3

2ε
− π2

2
+

19

4
+O(ε)

]
−gµνHvirtual

µν = −2NC2(F )Q2
f

ααs
π
q2

(
4πµ2

q2

)2ε [
1− ε

Γ(2− 2ε)

] [
1

ε2
+

3

2ε
− π2

2
+ 4 +O(ε)

]
.

(21.17)

We see that, while individually they are both IR divergent, in their sum the divergences
cancel and, except for the overall factor, the brackets cancel except for a finite contribution
19/4− 4 = 3/4. Finrally we obtain for the total cross section, with the leading contribution
due to qq̄ production (and soft gluons above),

σtot(q
2) =

N4πα2

3q2

∑
f

Q2
f

[
1 +

αs
π

3

4
C2(F ) +O(α2α2

s)

]
. (21.18)

We can now determine αs from σtot, which will give us the dependence αs(µ
2). At the

first order treated above however, there is no dependence on the renormalization scheme and
on µ, as we can see.

At 2-loop order however, we will get insider the square bracket a contribution (αs/π)2A2(q2/µ2),
which is scheme dependent and µ dependent. Since however the total cross section cannot
depend on µ (which is a fictitious parameter, appearing from dimensional transmutation),
it means that we can infer αs(µ) from A2(q2/µ2) (the total µ dependence should cancel). A
more formal way to express this is that we have a renormalization group equation (RGE)
for σtot saying that the total µ dependence is zero, or[

µ
∂

∂µ
+ β(g)

∂

∂g

]
σtot(q

2, µ2, αs(µ
2)) = 0 , (21.19)
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where as usual β(g) = µ∂g/∂µ. Since µ is an arbitrary scale, we are in principle free to
choose whatever we want. A useful choice is actually µ2 = q2, which makes the running
coupling depend on the physical momentum scale in the process, αs = αs(q

2).
An a priori independent definition of αs is from the beta function, which we will denote

ᾱs(µ
2). From the definition of the beta function above, we have

µ
∂

∂µ

ᾱs
π

=
ḡ

2π2
β(ḡs) =

( ᾱs
π

)2 β1

2
+
( ᾱs
π

)3 β2

8
; (21.20)

where one defines the numerical coefficients of the beta function as

β(g) = g

[
αs
4π
β1 +

(αs
4π

)2

β2 + ...

]
. (21.21)

We can integrate the equation from µ0 to µ, and introducing a parameter Λ (or sometimes
ΛQCD), the QCD scale parameter, we find ᾱs(µ

2) as a function of ln(µ/Λ) only.
With the nontrivial choice

Λ = µ0 exp

{
2

β1

(
π

ᾱs(µ0)
− β2

4β1

ln

[
π

ᾱs(µ0)

(
1 +

β2

4β1

π

ᾱs(µ0)

)]
+

β2

4β1

ln
−β1

4

)}
, (21.22)

we find the somewhat simple form

ᾱs(µ
2)

π
=

−2

β1 ln(µ/Λ)
− β2

β3
1

ln ln µ2

Λ2

ln2 µ
Λ

+O

 1

ln3
(
µ2

Λ2

)
 . (21.23)

The proof is left as one of the exercises.
Factorization and exponentiation of IR divergences in gauge theories.
In QCD and nonabelian gauge theories in general we still have factorization and expo-

nentiation of IR divergences, but the result is considerably more complicated. Here we will
just give a flavor for it here.

To start, we must describe the color structure of amplitudes in terms of a color basis
C[i]. Indeed, we can convince ourselves that for all amplitudes, there are only a few color
structures possible, and their coefficients are color-independent amplitudes, sometimes called
color-ordered.

For instance, for amplitudes with external gluons, the external gluons are characterized
only by an adjoint index a (in the case of QCD, saying which one of the 8 possible gluons it
belongs to), and the propagators and vertices have only delta functions for the fundamental
indices i, j, ..., which means that these indices are summed over, obtaining either traces of
matrices T a with a an external gluon index, or δii = N factors. It follows that the possible
color structures are all possible traces of T a matrices.

For example, in the case of the 4-point scattering of gluons in a theory like QCD, where
Tr[T a] = 0, for instance for any SU(N), we can have either single traces,

C[1] = Tr[T a1T a2T a3T a4 ]

219



...
C[6] = Tr[T a1T a4T a3T a2 ] , (21.24)

(by cyclicity of the trace we can always put a1 on the first position, and then there are 6
permutations of a2, a3, a4), or double traces,

C[7] = Tr[T a1T a2 ] Tr[T a3T a4 ]
C[8] = Tr[T a1T a3 ] Tr[T a3T a4 ]
C[9] = Tr[T a1T a4 ] Tr[T a2T a3 ]. (21.25)

Then the 4-point amplitude for gluons can be expanded in the above basis,

A(1234) =
9∑
i=1

A[i]C[i] , (21.26)

and this can be written as a vector with 9 components

|A〉 =


A[1]

A[2]

...
A[9]

 , (21.27)

or rather, since we have a reflection symmetry relation

An(12...n) = (−1)nAn(n...21) , (21.28)

we can use only A1234, A1342, A1423 and A12;34, A13;42, A14;23.
In general, for the 4-point function for scattering of 2 → 2 partons (quarks and gluons)

we have a similar story, with some color basis {CL}, and we expand in it as

A[f ] =
∑
L

A
[f ]
L (CL). (21.29)

and put the AL coefficients in a vector |A〉.
In this case, we can write the factorization of the amplitude as∣∣∣∣A(sijµ2

, a(µ2), ε

)〉
= J

(
Q2

µ2
, a(µ2), ε

)
S
(
sij
Q2
,
Q2

µ2
, a(µ2), ε

) ∣∣∣∣H (sijµ2
,
Q2

µ2
, a(µ2), ε

)〉
,

(21.30)
where sij = (ki + kj)

2 are the possible kinematic invariants (the amplitude must depend on
them), a(µ2) is the effective coupling,

a(µ2) =
g2N

8π2
(4πe−γ)ε. (21.31)

Here J is called the jet function and is an IR-divergent scalar factor, S is called the soft
function and is an IR divergent matrix in color space, and |H〉 is called the hard function,
and it contains only short-distance behaviour, i.e. it is IR finite (as ε→ 0).
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The difference between the soft function and the jet function is that J contains all collinear
dynamics, and as a result it contains (at one-loop) all the 1/ε2 poles (we said that one 1/ε
comes from soft divergences, and one 1/ε from collinear divergences), whereas S is completely
determined by the anomalous dimension matrix Γ, which will be defined better later in the
course, but essentially is a generalization of the anomalous dimension for scalar theories.

Note that we have introduced an arbitrary quantity Q, called the factorization scale.
As we see, amplitudes are independent of Q, but its factorization into jet, soft and hard
functions depends on Q.

The soft function is defined from the anomalous dimension matrix Γ with components
ΓLJ (such that the amplitude is written as AL = JSLIHI) as the renormalization group
equation

d

d lnQ
SLI = −ΓLJSJI . (21.32)

Note here that this has some similarity with the evolution equations. This is not a co-
incidence, and we will see in more detail next lecture that there is a connection between
factorization and evolution. The solution of the above RGE (with some more input that will
not be explained here) is written in the form

S
(
sij
Q2
,
Q2

µ2
, a(µ2), ε

)
= P exp

{
−1

2

∫ Q2

0

dµ̃2

µ̃2
Γ

(
sij
Q2
, ā

(
µ2

µ̃2
, a(µ2), ε

))}
, (21.33)

where Γ is the anomalous dimension matrix, expanded in the coupling as

Γ

(
sij
Q2
, a(µ2)

)
=
∞∑
l=1

a(µ2)lΓ(l)

(
sij
Q2

)
, (21.34)

and at leading order (one-loop), the coupling ā is given by

ā

(
µ2

µ̃2
, a(µ2), ε

)
= a(µ2)

(
µ2

µ̃2

)ε ∞∑
n=0

[
β1

4π

((
µ2

µ̃2

)ε
− 1

)
a(µ2)

]n
. (21.35)

The IR divergent structure of gauge theories is given by:
1) γ(a), the cusp anomalous dimension, or Wilson line anomalous dimension, or soft

anomalous dimension. As the name suggests, this characterizes soft divergences, and also
divergences arising from ”cusps” (angles) in the Wilson line.

2) G0(a), the collinear anomalous dimension, which characterizes the collinear diver-
gences.

These functions are expanded in the coupling as

γ(a) =
∞∑
l=1

alγ(l)

G0(a) =
∞∑
l=1

alG(l)
0 . (21.36)
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In QCD, there is also the anomalous dimension matrix Γ, which is independent of the
two above functions.

However, in a gauge theory called N = 4 SYM, where many things can be computed
exactly (we will not explain what N = 4 SYM is, we use it just for purposes of illustration),
there is no nontrivial Γ matrix, and in that case we can write down the jet function just in
terms of γ(a) and G0(a), as

J

(
Q2

µ2
, a, ε

)
= exp

[
−1

2

∞∑
l=1

al
(
µ2

Q2

)lε(
γ(l)

(lε)2
+

2G(l)
0

lε

)]
. (21.37)

Important concepts to remember

• The QED vertex is written as the exponent of the eikonal approximation vertex times
a hard vertex.

• Cross sections in QCD are IR safe.

• We can define the running αs(µ
2) from the cross section, e.g. for e+e− into hadrons,

by imposing that there is no dependence of µ for σtot.

• One can choose µ2 = q2, and thus find αs(q
2), but it is not necessary.

• QCD amplitudes can be decomposed into a color basis.

• QCD amplitudes factorizes into a scalar jet function, a matrix soft function, and a
vector hard function.

• The split (but not the amplitude) depends on an arbitrary factorization scale.

• The soft function is determined by the anomalous dimension matrix alone.

• The jet function contains all collinear dynamics, thus all double poles in ε, and is
characterized by the cusp anomalous dimension and the collinear anomalous dimension,
together with the anomalous dimension matrix.

Further reading: See chapter 12.3 and 12.4 in [2] and book by Taizo Muta, ”Foundation
of Quantum Chromodynamics”, chapter 6.1 to 6.3.
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Exercises, Lecture 21

1) Prove that

ᾱs(µ
2)

π
=

−2

β1 ln(µ/Λ)
− β2

β3
1

ln ln µ2

Λ2

ln2 µ
Λ

+O

 1

ln3
(
µ2

Λ2

)
 . (21.38)

from

µ
∂

∂µ

ᾱs
π

=
( ᾱs
π

)2 β1

2
+
( ᾱs
π

)3 β2

8
; (21.39)

for the choice of

Λ = µ0 exp

{
2

β1

(
π

ᾱs(µ0)
− β2

4β1

ln

[
π

ᾱs(µ0)

(
1 +

β2

4β1

ᾱs(µ0)

π

)]
+

β2

4β1

ln
−β1

4

)}
, (21.40)

2) Consider the decomposition of a 4-point gauge theory amplitude in coefficients cijkl
related to box diagrams,

A(1234) = c1234A1234 + c1342A1342 + c1423A1423 , (21.41)

where
c1234 = f̃ ea1bf̃ ba2cf̃ ca3df̃da4e (21.42)

is the color structure of the box diagram in Fig.67, where

f̃abc = Tr([T a, T b]T c). (21.43)

Express c1234, c1342, c1423 in terms of C[i], i = 1, ..., 9.

Figure 67: Box diagram.
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22 Lecture 22. Factorization and the Kinoshita-Lee-

Nauenberg theorem.

In this lecture, we will first give a rather general theorem about the cancellation of IR
divergences in any physical transition probability, which happens when summing over initial
and final states, and then we will say some words about the relation between factorization
and evolution.

The KLN theorem
The theorem about finiteness of transition probabilities, when summing over initial and

final states is due to Kinoshita (1962) and independently by TD Lee and Nauenberg (1964).
It is somewhat more general than the specific case we are interested in, and it applies to a
general quantum mechanical system.

The formalism we will use is of quantum mechanics in the interaction picture. There,
the time evolution of states is

i∂t|ψ(t)〉 = gĤIi(t)|ψ(t)〉 , (22.1)

and ĤIi is the interaction part of the Hamiltonian, in the interaction picture, i.e. H =
H0 +HI , and

ĤIi = eiH0tĤI,Se
−iH0t. (22.2)

The time evolution of states is with the evolution operator U ,

|ψ(t)〉 = U(t, t′)|ψ(t′)〉 , (22.3)

where

U(t, t′) = T exp

[
−i
∫ t′

t

dt′′gĤIi(t
′′)

]
. (22.4)

The S-matrix is given by the matrix elements of

S = U(+∞,−∞) = U(0,+∞)†U(0,−∞). (22.5)

Then the transition probability between state |a〉 and state |b〉 is written as

|〈b|S|a〉|2 =
∑
ij

(R+
bij)
∗R−aij , (22.6)

where

R±aij ≡ 〈i|U(0,±∞)|a〉∗〈j|U(0,±∞)|a〉
= 〈j|U(0,±∞)|a〉〈a|U †(0,±∞)|i〉 , (22.7)

so that

|〈b|S|a〉|2 = 〈j|U(0,−∞)|a〉〈a|U †(0,−∞)|i〉〈i|U(0,+∞)|b〉〈b|U †(0,+∞)|j〉. (22.8)
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We now calculate in perturbation theory (keeping only the first order in g)

〈i|U(0,±∞)|j〉 = 〈i|j〉 − ig
∫ ±∞

0

dt′′〈i|eiH0t′′ĤI,Se
−iH0t′′ |j〉

= δij − ig
∫ ±∞

0

dt′′ei(Ei−Ej)t
′′
HI,ij

= δij −
gHI,ij

Ei − Ej ± iε
. (22.9)

Here we have used that |i〉 are eigenstates of H0 with energy Ei at leading order, i.e. H0|i〉 =
Ei|i〉, we defined

HI,ij = 〈i|HI,S|j〉 , (22.10)

and we have introduced a regulator in the exponential to make the term at ±∞ decay to
zero, ei(Ei−Ej±iε)(±∞) = 0.

Therefore now to order g we obtain also

R±aij = δiaδja −
gH∗Iia

Ei − Ea ∓ iε
δja −

gHja

Ej − Ea ± iε
δia +O(g2). (22.11)

We now see the origin of the divergences we want to get rid of, corresponding to IR
divergences. If there is a degeneracy between states |a〉 (external) and |i〉 or |j〉 (internal),
i.e. Ea = Ei, corresponding to a degeneracy between real or virtual states, like e− and e−+γ
with γ having close to zero energy, then we obtain a divergence in R±aij.

The divergence will be eliminated by summing over initial and final states.
Let D(E) be the set of all states with energy E. Then, we want to show that∑

a∈D(E)

∑
b∈D(E)

|〈b|S|a〉|2 (22.12)

is free of (IR) divergences. From the decomposition above in terms of R±, the statement is
completely equivalent to the statement that

R±ij(E) ≡
∑

a∈D(E)

R±aij (22.13)

has no (IR) divergences.
Proof. To show it, we explicitly calculate R±ij(E) case by case. We obtain

R±ij(E) = 0, for i, j /∈ D(E)

= −
gH∗I,ij

Ei − E ∓ iε
, for j ∈ D(E), i /∈ D(E)⇒ Ei − E 6= 0

= − gHI,ji

Ej − E ± iε
, for i ∈ D(E), j /∈ D(E)⇒ Ej − E 6= 0

= δij for i, j ∈ D(E). (22.14)

As we see from the above, it is finite in all these cases. q.e.d.
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Next we want to generalize the proof to all orders. We will proceed by induction, since
we already proved it at first order.

We first diagonalize the total Hamiltonian H by using U(0,±∞):

U †HU = Ĥ0 (22.15)

is diagonal (but is different from H0, the free Hamiltonian). Then

[U, Ĥ0] = UĤ0 − Ĥ0U = (H − Ĥ0)U = (gHI + ∆)U , (22.16)

where we have used that H = H0 + gHI and defined

∆ ≡ H0 − Ĥ0 , (22.17)

which is a diagonal operator.
We expand in perturbation theory

∆ =
∑
n

gn∆n; U =
∑
n

gnUn; R =
∑
n

gnRn. (22.18)

Then we calculate

R±ij(E) =
∑

a∈D(E)

R±aij(E) =
∑
r,s

gr+s
∑

a∈D(E)

〈i|Ur(0,±∞)|a〉∗〈j|Us(0,±∞)|a〉

≡
∑
n

gnR±n,ij(E) , (22.19)

so that we get

R±n,ij(E) =
∑
r

∑
a∈D(E)

〈i|Ur(0,±∞)|a〉∗〈j|Un−r(0,±∞)|a〉. (22.20)

Then we have reduced the KLN theorem to the induction step for R±n,ij(E), i.e. to the
following

Lemma.
If R±n,ij(E) is free from IR divergences for n ≤ N , then R±n,ij is free from IR divergences

for n ≤ N + 1.
Proof.
We prove it case by case.
i) i /∈ D(E).
Consider (22.16) in between 〈i| and |a〉,

〈i|[U, Ĥ0]|a〉 = 〈i|(gHI + ∆)U |a〉 , (22.21)

and consider now the energies of the total diagonalized Hamiltonian Ĥ0|i〉 = Ei|i〉. Then
applying Ĥ0 on the left hand side in the above on the states, and on the right hand side
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introducing a complete set
∑

k |k〉〈k| in between U and (gHI+∆), and defining 〈i|∆|i〉 = ∆i,
we obtain

(Ea − Ei)Uia = gHI,ikUka + ∆iUia. (22.22)

Since a ∈ D(E), but i /∈ D(E), Ei−Ea 6= 0, so we can divide by it and write, after expanding
in powers of g both sides of the equation

Ur,ia =
1

Ea − Ei

[∑
k

HI,ikUr−1,ka +
∑
s

∆s,iUr−s,ia

]
. (22.23)

Then we obtain

R±n,ij(E) =
∑
r

∑
a∈D(E)

U∗r,iaUn−r,ja

=
1

E − Ei

∑
r

∑
a∈D(E)

(∑
k

H∗I,ikU
∗
r−1,ka +

∑
s

∆∗siU
∗
r−s,ia

)
Un−r,ja


=

1

E − Ei

[∑
k

H∗I,ikR
±
n−1,kj(E) +

n−1∑
s=1

∆∗siR
±
n−s,ij(E)

]
. (22.24)

Here, after the definition in the first line, we have substituted the expansion for U∗r,ia and
then re-formed R±ij(E) coeficients, so that in the final form we have R±n,ij written in terms of
R±m,ij(E) with m ≤ n− 1, as well as δs,i and HI,ik.

But we assume that HI,ik are finite (the matrix elements of the interaction Hamiltonian
cannot be infinite because of unitarity), and that ∆i is also finite (or at least is at each order in
g, i.e. ∆r,i is finite), since those are the differences between the free and interacting energies,

and they must be finite (or rather, since we have chosen finite Ea, Ei, and ∆i = Ei − E(0)
i ,

the corresponding free values for the energies, E
(0)
i , must be positive, so ∆i must be finite).

Then indeed it follows that if all R±m,ij(E) for m ≤ n are finite, so is R±n+1,ij(E). q.e.d.
ii) j /∈ D(E). This case is the same with case i), because

(R±n,ij(E))∗ = R±n,ji(E). (22.25)

iii) i, j ∈ D(E). In this case, we cannot use the same equations. Instead, from unitarity,

UU † = 1⇒
∑
r

Un−rU
†
r = 0, n 6= 0 , (22.26)

and by sandwiching it between 〈j| and |i〉, and inserting in the middle a complete set ∑
a∈D(E)

+
∑

a/∈D(E)

 |a〉〈a| , (22.27)

we get ∑
r

∑
a∈D(E)

U∗r,iaUn−r,ja +
∑
r

∑
a/∈D(E)

U∗r,iaUn−r,ja = 0 , (22.28)
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and since on the left we form R±n,ij(E), we get

R±n,ij(E) = −
n∑
r=0

∑
a/∈D(E)

U∗r,iaUn−r,ja , (22.29)

so it is IR finite, since all the matrix elements of an unitary operator (the evolution operator)
are finite.

q.e.d. Lemma, thus q.e.d. KLN theorem.
Thus we have proved generally that IR divergences disappear in physical quantities,

transition probabilities summed over all states of a given energy, which justifies the use of
QFT despite the presence of IR divergences.

Factorization and evolution
We now give some more general remarks about factorization and evolution.
The general statement of factorization is that the calculable, short-distance physics fac-

torizes from incalculable, long distance one.
The general statement of evolution in momentum transfer Q is that physical quantities

that characterize the long-distance (IR) behaviour have an evolution in momentum transfer
due to emission of soft gluons, thus related to the IR divergences.

Factorization theorem
Factorization takes the form of a theorem, but needs to be defined for a specific case. We

will consider the case of hadronic structure functions F
(h)
a (x,Q2), Q2 = −q2, where q is the

momentum transferred, defined as follows. The hadronic tensor

W (i)
µν (p, q) =

1

8π

∑
σ,n

〈h(p, σ), in|J (i)†
µ (0)|n, out〉〈n, out|J (i)

ν (0)|h(p, σ), in〉(2π)4δ4(pn − q − p)

=
1

8π

∑
σ

∫
d4xeiq·x〈h(p, σ), in|J (i)†

µ (x)J (i)
ν (0)|h(p, σ), in〉 (22.30)

is written in terms of the electromagnetic currents, interacting with the hadronic states, and
is relevant for example for DIS (with the leptonic part of the amplitude taken out). It is
written as given tensor structures times structure functions,

Wµν(p, q) = −
(
gµν −

qµqν
q2

)
W1(x,Q2) +

[
pµ − qµ

p · q
q2

] [
pν − qν

p · q
q2

]
W2(x,Q2)

−iεµνρσ
qνpσ
2m

W3(x,Q2) , (22.31)

and
F1(x,Q2) = W1(x,Q2); F2(x,Q2) = p · qW2(x,Q2). (22.32)

Then the factorization theorem for the structure functions (so really for the amplitudes)
is

F
(h)
1 (x,Q2) =

∑
i

∫ 1

0

dξ

ξ
C1

(
x

ξ
,
Q2

µ2
, αs(µ

2)

)
φi/h

(
ξ, ε, αs(µ

2)
)
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F
(h)
2 (x,Q2) =

∑
i

∫ 1

0

dξ C2

(
x

ξ
,
Q2

µ2
, αs(µ

2)

)
φi/h

(
ξ, ε, αs(µ

2)
)
. (22.33)

Here φi/h are the distribution functions of partons i in the hadron h and contain all long-
distance dependence (including all ε IR depencence), and Ci are IR safe functions indepen-
dent of the external hadrons h called coefficient functions, and contain all the short-distance
(Q2) behaviour. µ is like a renormalization scale, more precisely a factorization scale, such
that the split depends on it, but not Fi(x,Q

2).
We can define also valence distributions as the difference between the quark and antiquark

distributions,

φ
(val)
f/h (ξ, ε, αs(µ

2)) = φf/h(ξ, ε, αs(µ
2)− φf̄/h(ξ, ε, αs(µ2)) , (22.34)

which obey an evolution equation (similar to the Altarelli-Parisi equation for the full quark
and gluon distributions, but for evolution in µ),

d

d log µ
φ

(val)
f/h (x, ε, αs(µ

2)) =

∫ 1

x

dξ

ξ
Pf

(
x

ξ
, αs(µ

2)

)
φ

(val)
f/h (ξ, ε, αs(µ

2)) , (22.35)

where Pf are related to the quark- quark splitting functions Pqq.
Of course, factorization and evolution and more general concepts than in this particular

case, but it was shown in order to see the general principles involved.

Important concepts to remember

• The KLN theorem states that the transition probabilities summed over all the initial
and final states of given energy is free of (IR) divergences.

• Factorization means in general that calculable short distance physics factorizes from
incalculable long-distance one.

• Evolution means in general that physical quantities evolve in momentum transfer due
to the emission of soft particles, related to IR divergences.

• The factorization theorem says that structure functions (scalar functions parametrizing
amplitudes) factorize in distribution functions characterizing long distance physics, and
IR safe coefficient functions that contain all short distance (Q2) behaviour, and are
independent of the hadron.

• The factorization depends on an arbitrary renormalization (or rather, factorization)
scale µ.

• Valence distributions obey evolution equation in µ.

Further reading: See chapter 14.3 and 14.1 in [2] for factorization and evolution, and
book by Taizo Muta, ”Foundations of Quantum Chromodynamics”, chapter 6.3.3 for the
KLN theorem.
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Exercises, Lecture 22

1) Consider the 1/N expansion of the IR-divergent amplitudes at L-loop, |A(L)(ε)〉,

|A(1)(ε)〉 =
1

N
I(1)(ε)|A(0)〉+ |A(1f)(ε)〉

|A(2)(ε)〉 =
1

N2
I(2)(ε)|A(0)〉+

1

N
I(1)(ε)|A(1)(ε)〉+ |A(2f)(ε)〉

|A(3)(ε)〉 =
1

N3
I(3)(ε)|A(0)〉+

1

N2
I(2)(ε)|A(1)(ε)〉+

1

N
I(1)(ε)|A(2)(ε)〉+ |A(3f)(ε〉 ,(22.36)

where I(L)(ε) are divergent and |A(Lf)(ε)〉 are finite.
For 4-points in N = 4 SYM, we have

I(1)(ε) =
1

2ε

4∑
i=1

a∑
j 6=i

Ti · Tj
(
µ2

−sij

)ε
Ti · Tj = T ai T

a
j ; sij = (ki + kj)

2; T ai = (T a)cibi = ifciabi

I(2)(ε) = −1

2

[
I(1)(ε)

]2 −Nζ2c(ε)I
(1)(2ε) +

c(ε)

4ε

[
−Nζ3

2

4∑
i=1

4∑
j 6=i

Ti · Tj
(
µ2

−sij

)2ε

+ Ĥ(2)

]

c(ε) = 1 +
π2

12
ε2 +O(ε3)

Ĥ(2) = −4[T1 · T2, T2 · T3] log
(s
t

)
log

(
t

u

)
log
(u
s

)
. (22.37)

Note that T ai is a matrix that acts on, e.g., (b1b2b3b4), to change bi to ci. Prove

|A(2)(ε)〉 =
1

2N
I(1)(ε)|A(1)(ε)〉 − 1

N
(ζ2 + εζ3)c(ε)I(1)(2ε)|A(0)〉

+
1

4N2

c(ε)

ε
Ĥ(2)|A(0)〉+

1

2N
I(1)(ε)|A(1f)(ε)〉+ |A(2f)〉. (22.38)

2) In the basis |A[i]〉, i = 1, ..., 6 (single trace) and i = 7, 8, 9 (double trace), expand

I(1)(ε) = − 1

ε2

(
Nαε βε
γε Nδε

)
. (22.39)

Find the O(1) matrices αε(6× 6), βε(6× 3), γε(3× 6), δε(3× 3) in terms of

S =

(
µ2

−s

)ε
; T =

(
µ2

−t

)ε
; U =

(
µ2

−u

)ε
. (22.40)
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23 Lecture 23. Perturbatives anomalies: chiral and

gauge.

In this lecture we start the analysis of perturbative anomalies in global and local symmetries.
Chiral invariance
For a linear symmetry

φi(x)→ φi(x) + αa(T a)ijφ
j(x) , (23.1)

such that the Lagrangean changes only by a boundary term

L → L+ αa∂µJaµ , (23.2)

the Noether current is

jaµ(x) =
∂L

∂(∂µφ)
(T a)ijφ

j − Jaµ(x) , (23.3)

and is conserved, i.e.
∂µjaµ = 0. (23.4)

The action for a massless fermion in Euclidean space,

L = ψ̄γµDµψ , (23.5)

where ψ̄ = ψ†γ4 (= ψ†iγ0), is invariant under the chiral symmetry

ψ(x) → eiαγ5ψ ' (1 + iαγ5)ψ
ψ̄(x) → ψ̄eiαγ5 ' ψ̄(1 + iαγ5). (23.6)

That means that a mass term breaks the symmetry, since

mψ̄ψ → mψ̄e2iαγgψ 6= mψ̄ψ. (23.7)

Then we have the conserved chiral current

j5
µ = ψ̄γµγ5ψ; ∂µj5

µ = 0. (23.8)

In QFT, we expect the conservation to occur for VEVs, i.e. the Ward identity

〈∂µj5
µ(x)〉 = 0. (23.9)

We review the derivation: For a general global invariance φ→ φ′, renaming the field in the
partition function from φ to φ′,∫

Dφ′e−S[φ′] =

∫
Dφe−S[φ] , (23.10)

IF the Jacobian for the transformation is one, i.e. the measure is invariant, Dφ = Dφ′, then

0 =

∫
Dφ
[
e−S[φ′] − e−S[φ]

]
= −

∫
DφδS[φ]e−S[φ]. (23.11)
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But if under the global symmetry δS = 0, under a local version of the global symmetry, the
variation of the action is

δS =
∑
a

∫
d4x(∂µεa(x))jaµ(x) = −

∑
a

∫
d4xεa(x)(∂µjaµ(x)) , (23.12)

and substituting this in the above, we get

0 =

∫
d4xεa(x)

∫
Dφe−S[φ]∂µjaµ(x). (23.13)

Since εa(x) is arbitrary, we can take out the integral and write

0 =

∫
Dφe−S[φ]∂µjaµ(x)→ 〈∂µjaµ(x)〉 = 0. (23.14)

We can also repeat the same process for the partition function with insertions of φ(x),
and obtain various Ward identities.

In conclusion, we obtained that the quantum non-conservation of the current, i.e. an
anomaly, 〈∂µjaµ〉 6= 0 appears when there is a nontrivial Jacobian for the measure.

A

(a)

(b)
(c)

k

k+p

pp

A A
A

A

A

Figure 68: Anomalous diagrams. The crossed vertex connects to an outside current diver-
gence, ∂µjµ(x), and the other ones to external gauge fields. Chiral fields run in the loop. (a)
Anomalous bubble diagram in 2 dimensions. (b) Anomalous triangle diagram in 4 dimen-
sions. (c) Anomalous box diagram in 6 dimensions.

Chiral anomaly
A fact that will be explained a bit better further on is that anomalies are one-loop exact,

i.e. there are no perturbative or non-perturbative corrections to it, and they arise in even
dimensions d = 2n from one-loop diagrams with n+ 1 = d/2 + 1 vertices, one of them being
the symmetry current, or more precisely ∂µjaµ, and the other n being gauge currents coupling
to external gauge fields Aext

ν .

232



That means that in d = 2, the anomalous diagram is a bubble with two vertices, in d = 4
it is a triangle, in d = 6 it is a box, in d = 8 a pentagon and in d = 10 a hexagon, see Fig.68.

d=2 Euclidean dimensions
We will calculate everything explicitly only in d = 2 Euclidean dimensions, since it is

easier, and there is nothing new appearing in higher dimensions other than longer calcula-
tions.

The Lagrangean is

L = +ψ̄γµDµψ +
1

4
F 2
µν + ghosts +gauge fix , (23.15)

but we are interested only in the fermion part, since the gauge fields are external.
Then

S0 =

∫
d2xψ̄∂/ψ

Sint = −ie
∫
d2xψ̄A/ψ. (23.16)

The anomaly is

〈∂µj5
µ〉 =

∫
DψDψ̄∂µj5

µe
+ie

∫
d2xψ̄A/ψe−S0∫

DψDψ̄e−S0

' 〈∂µj5
µ(x)〉0 + ie

∫
d2yAextν (y)〈ψ̄(y)γνψ(y)∂µj5

µ(x)〉0 +O(e2) , (23.17)

but the first term is zero, since

〈∂µj5
µ(x)〉0 = ∂µ〈ψ̄(x)γµγ5ψ(x)〉 ∝ Tr[γµγ5] = 0 , (23.18)

which means that we have

〈∂µj5
µ(x)〉 = ie∂xµ

∫
d2yAextν (y)〈ψβ(x)ψ̄α′(y)〉0(γν)α′β′〈ψβ′(y)ψ̄α(x)〉0(γµγ5)αβ

= ie
∂

∂xµ

∫
d2yAextν (y) Tr[S0

F (x− y)γνS
0
F (y − x)γµγ5]. (23.19)

The diagrammatic interpretation for this result is as a bubble diagram, with xµ and ∂xµ at
one vertex, and yν at the other, with the external gauge field there, i.e., exactly the diagram
we said would contribute.

When going to p space, the diagram has now pµ at both ends (−pµ at the other, with
the ”all in” convention), and k and k + p on the two lines of the loop, as in Fig.68a, i.e.

〈pµj5
µ〉 = epµA

ext
ν (−p)

∫
d2k

(2π)2
Tr[S0

F (k)γνS
0
F (k + p)γµγ5] = epµA

ext
ν (−p)Tµν(p). (23.20)

We now regularize using dimensional regularization, introducing the parameter µ, and using
that for the massless fermion S0

F = −i/p/ = −ip//p2, we get

Tµν(p) = −µ2−d
∫

ddk

(2π)d
Tr[(γαkα)γν(k + p)βγβγµγ5]

k2(k + p)2
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= −µ2−d Tr[γµγ5γαγνγβ]I. (23.21)

Then the integral is

I =

∫
ddk

(2π)d
kα(k + p)β
k2(k + p)2

=

∫ 1

0

dα

∫
ddk

(2π)d
kα(k + p)β

(k2 + 2αk · p+ αp2)2

=

∫ 1

0

dα

∫
ddk′

(2π)d
(k′ − αp)α(k′ + (1− α)p)β

[k′2 + p2α(1− α)]2

=

∫ 1

0

dα

∫
ddk′

(2π)d

[
k′αk

′
β

[k′2 + p2α(1− α)]2
− α(1− α)pαpβ

1

[k′2 + p2α(1− α)]2

]
,(23.22)

where we first wrote k′µ = kµ + αpµ and then used Lorentz invariance to put to zero the
integral with a single k′α in the numerator.

Using the results from lecture 6 for the integrals, we get

I =

∫ 1

0

dα

[
δαβ

(2− d)(4π)d/2
Γ(2− d/2)

[α(1− α)p2]1−d/2
− α(1− α)pαpβ

(4π)d/2
Γ(2− d/2)

[α(1− α)p2]2−d/2

]
=

1

(4π)d/2(p2)1−d/2

[
Γ(2− d/2)

2− d
δαβ −

pαpβ
p2

Γ(2− d/2)

] ∫ 1

0

dα[α(1− α)]d/2−1.(23.23)

We note then that the α integral is 1 in d = 2, and in the square bracket, the first term is
divergent, and the second is finite, and proportional to pαpβ. But I is multiplied by a trace,
and in d = 2 we have

Tr[γµγ5γαγνγβ]pαpβ = 0 , (23.24)

so we can drop the last term, and we dimensionally regularize the trace, to obtain ∝ 1/(2−d)
from the integral and ∝ (d− 2) from the trace.

Indeed, using that γαγνγα = −γν(γα)2 + 2δανγα = (2− d)γν , we have

δαβ Tr[γµγ5γαγνγβ] = (2− d) Tr[γνγµγ5] = −2i(2− d)εµν , (23.25)

where we have used (since ”γ5” = γ3 = −iγ1γ2)

γµγν = iεµνγ5 + δµν . (23.26)

Then

Tµν(p) = +µ2−d(2− d)2iεµν
Γ(2− d/2)

(2− d)(4π)d/2(p2)1−d/2

∫ 1

0

dα[α(1− α)]
d
2
−1 , (23.27)

so that when d = 2 we obtain

Tµν(p)→
i

2π
εµν . (23.28)

Finally then,

〈pµj5
µ(p)〉 =

iepµ
2π

εµνA
ext
ν (−p) , (23.29)
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or going back to position space

〈∂µj5
µ〉 =

ie

2π
εµν

(∂µA
ext
ν − ∂νAextµ )

2
=

ie

2π
F̃ ext , (23.30)

where

F̃ ext ≡ 1

2
εµνF ext

µν . (23.31)

Going back to Minkowski signature,

〈∂µj5
µ〉 =

e

2π
F̃ ext. (23.32)

d=4.
In 4 Euclidean dimensions, we have a triangle anomaly, and the calculation is similar,

though longer. A similar expression is obtained in the end,

〈∂µj5
µ(x)〉 = − ie2

16π2
F̃ ext
µν F

ext
µν , (23.33)

where

F̃ ext
µν =

1

2
εµνρσF

ρσ. (23.34)

When going to Minkowski space,

〈∂µj5
µ(x)〉 =

e2

16π2
F̃ ext
µν F

µν,ext =
e2

32π2
εµνρσF ext

µν F
ext
ρσ . (23.35)

Properties of anomaly
There is a theorem, called the Adler-Bardeen theorem, that the anomaly is one-loop

only (and only comes from the given polygonal graphs). It can be proven rigorously, and in
the path integral we will see it in the next lecture, but here we give just some plausibility
arguments. Note that sometimes the anomaly is called the Adler-Bell-Jackiw anomaly.

We note that in d = 2, the anomaly was the result of the trace of 4 gammas and a γ5,
being proportional to (d − 2)εµν , times a log divergent diagram with two massless fermion
propagators,

∫
d2k(1/k)(1/k) ∝ 1/(d− 2). We can see that at higher loops we will not have

this near cancellation anymore. Also at higher points we will not have it anyrmore.
In d = 4, we also have a trace with 6 gammas and a γ5, being proportional to (d−4)εµνρσ,

and a log divergent diagram with 3 massless fermion propagators,
∫
d4k(kα/k

2)(k′β/k
2)(k′′γ/k

2) ∝
pα
∫
d4k/k4 ∝ 1/(d−4) (since there are no Lorentz structures with 3 indices, this is the only

possibility). Again at higher loops or points, we don’t have this cancellation anymore.
Note that we have only considered massless fermions, massive fermions, with mass term

allowed by the symmetry, do not contribute to the anomaly.
The anomaly cannot be removed by a local counterterm, so it is genuine.
What we can do in 4 dimension is write the anomalous contribution as a boundary term,

FµνF̃
µν = 4∂µ(εµνρσAν∂ρAσ) , (23.36)
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which allows us to subtract it from the current, defining

j̃5
µ = j5

µ −
e2

4π2
εµνρσA

ν∂ρAσ , (23.37)

which is conserved, and the conserved charge

Q̃5 =

∫
d3xj̃5

0 . (23.38)

But the new current is not gauge invariant, since under a gauge transformation δAµ = ∂µα,
the current changes by

δj̃5
µ = − e2

4π2
εµνρσ∂

ρAσ∂να. (23.39)

Yet the charge,
Q̃5 = Q5 − SCS[Ai] , (23.40)

where SCS is called the Chern-Simons term or Chern-Simons action,

SCS[Ai] =
e2

4π2

∫
d3xεijkAi∂jAk , (23.41)

is invariant, since the variation of the current is a total derivative.
Chiral anomaly in nonabelian gauge theories.
We can embed the chiral symmetry in a nonabelian theory of massless fermions. The

Euclidean action

S =

∫
d4xψ̄γµDµψ , (23.42)

where Dµ = ∂µ + gAaµT
a, still has an abelian chiral symmetry. Not surprisingly, it is just a

trace, i.e.

∂µj5
µ =

g2

16π2
Tr[F µνF̃µν ] , (23.43)

and it is usually called also chiral anomaly, or singlet anomaly.
Note that

Tr[F µνF̃µν ] = ∂µ

[
4εµνρσ Tr

(
Aν∂ρAσ +

2

3
AνAρAσ

)]
, (23.44)

so that the redefined current is

j̃5
µ = j5

µ −
g2

4π2
εµνρσ Tr

(
Aν∂ρAσ +

2

3
AνAρAσ

)
. (23.45)

The redefined chiral charge is

Q̃5 = Q5 − SCS[Ai] = Q5 −
g2

4π2

∫
d3xεijk Tr

[
Ai∂jAk +

2

3
AiAjAk

]
. (23.46)

But now, unlike the abelian case, under a gauge transformation

Ai → UAiU
−1 +

1

g
∂iUU

−1 , (23.47)
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the Chern-Simons term transforms by (2π times ) an integer m,

SCS[Ai]→ SCS[Ai] +
1

4π2

∫
d3xεijk Tr[∂iUU

−1∂jUU
−1∂kUU

−1] , (23.48)

the extra term being a topological quantity characterizing the 3 dimensional gauge transfor-
mation called a winding number m.

Therefore now the Chern-Simons term is not invariant anymore under ”large gauge trans-
formations” which are gauge transformations of nontrivial winding number, therefore not
connected smoothly with the identity. That means that now Q̃5 is not gauge invariant
anymore, so the global symmetry is explicitly broken by the anomaly.

The term appearing in the anomaly gives an important topological quantity characteriz-
ing the 4 dimensional gauge configuration,

n =
g2

16π2

∫
d4xTr[FµνF̃

µν ] (23.49)

is called the Pontryagin index or instanton number.
Gauge anomalies
Up to now we have discussed anomalies in global symmetries, which are good anomalies,

that have physical implications, and can be measured.
But there is another type of anomalies, in gauge symmetries, that are bad anomalies,

and signal the breakdown (inconsistency) of the quantum theory, so must be cancelled to
have a good theory.

If we have chiral fermions, ψR,L = (1±γ5)/2ψ coupled to gauge fields, we have a potential
anomaly in gauge invariance. For instance, for a ψL, with Euclidean action

S =

∫
d4xψ̄

1 + γ5

2
D/ ψ , (23.50)

we have a Noether current for the gauge symmetry

jaµ = −ψ̄1 + γ5

2
γµT

aψ , (23.51)

that is covariantly conserved, (Dµjµ)a = 0.
In this case, similarly to the global case, at the quantum level there is a potential anomaly

that can come from a Jacobian for the transformation of the measure, or otherwise from a
triangle graph, with (Dµjµ)a in one vertex, and Aν , Aρ in the other, similar to the case in
Fig.68b.

One obtains the triangle anomaly

〈Dµjaµ〉 = ∂µ

{
1

24π2
εµνρσ Tr

[
T a
(
Aν∂ρAσ +

1

2
AνAρAσ

)]}
. (23.52)

We see that now we have a T a inside the trace, and the anomaly is proportional to

dabc ≡ Tr[T a(T bT c + T cT b)]. (23.53)
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However, as we said, this anomaly must cancel, so we must add up represenations of fields
such that the total anomaly is zero for a good theory. This is what happens for example in
the Standard Model, as we will see in lecture 25.

We also notice that the coefficients of the quadratic and cubic terms inside the trace are
different from the singlet anomaly case. We will explain this next lecture.

Finally, why do we need to cancel the anomaly? Since now gauge symmetry kills degrees
of freedom (in 4 dimensions, a vector boson has 3 degrees of freedom, but using gauge
invariance we reduce them to two), so if gauge symmetry would be broken at the quantum
level, it would mean that there are a different number of degrees of freedom at the classical
and quantum levels, which is nonsensical.

Important concepts to remember

• Anomalies mean non-conservation of a symmetry current at the quantum level, due to
the non-invariance of the path integral measure.

• Anomalies are one-loop exact and arise in even dimensions d = 2n from polygon graphs
with one ∂µjµ and n gauge currents coupled to external gauge fields.

• In 2 Minkowski dimensions, the anomaly is e/(4π)εµνF ext
µν , and in 4 dimensions it is

e2/(16π2)εµνρσFµνFρσ.

• The anomaly is the derivative of the Chern-Simons current.

• The Chern-Simons action changes by a winding number under large gauge transfor-
mations.

• The anomaly is given by the topological invariant Pontryagin index or instanton num-
ber.

• Gauge anomalies are bad, and must be cancelled for the consistency of the theory.

Further reading: See chapter 8.1, 8.2, 8.4 in [5], chapter 19.1, 19.2, 19.4 in [3], 22.3
and 22.4 in Weinberg vol.II.
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Exercises, Lecture 23

1) Write down (up to a coefficient, which would be calculated from the one-loop diagram)
the abelian chiral anomaly 〈∂µj5

µ(x)〉 in d = 6 dimensions, and the corresponding j̃5
µ and Q̃5,

justifying your work based on one-loop diagrams and symmetry arguments.

2) Consider 2 dimensional conformal invariance, symmetry of flat space field theory under
the complex holomorphic transformation z′ = f(z), z̄′ = f(z̄). Is an anomaly for it allowed,
or not, and why?
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24 Lecture 24. Anomalies in path integrals- the Fu-

jikawa method; consistent vs. covariant anomalies

and descent equations.

In this lecture we will consider anomalies from path integrals following Fujikawa, and we
will explain the various nonabelian anomalies and how they are related through the descent
equations.

Chiral basis vs. V-A basis
But first, some equivalent way to express anomalies. In d = 4, one can consider together

the anomalies by defining an axial vector current

j5,S
µ = ψ̄γµγ5Sψ. (24.1)

For S = 1l, we have the chiral current, or singlet current, and for S = T a, we have the
nonabelian current.

The anomaly comes from triangle graphs with one O = Dµj5,S
µ and two A’s, so

〈Dµj5,S
µ 〉 ∝ εµνρσ∂µ Tr[S(#Aν∂ρAσ + #AµAρAσ)]. (24.2)

The coefficients will be fixed in the second part of the lecture, from the descent equations.
Sometimes one considers, instead of the chiral basis ψL,R for the spinors, Dirac (nonchiral)

fermions, coupled to vector and axial vector gauge fields,

L = ψ̄iγ
µ(∂µ + V a

µ Ta(V ) + AaµTa(A)γ5)ψi +
1

4g2
V

(F a
µν(V ))2 +

1

4g2
A

(F a
µν(A))2. (24.3)

It can be rewritten in terms of the chiral basis as

L = ψ̄i,Lγ
µDµ,Lψ

i + ψ̄i,Rγ
µDµ,Rψ

i +
1

4g2
L

(F (L)a
µν )2 +

1

4g2
R

(F (R)a
µν )2 , (24.4)

where
DµL,R = ∂µ + AaµL,RTa (24.5)

and

Vµ =
ALµ + ARµ

2
; Aµ =

ALµ − ARµ
2

. (24.6)

In the V,A basis for instance, we can write the chiral (singlet) anomaly (S = 1) as an AVV
piece (diagram) and a AAA piece (diagram), with

εµνρσ
[
F lin
µν (V )F lin

ρσ (V ) +
1

3
F lin
µν (A)F lin

ρσ (A)

]
ej Tr[T jb T

j
c ] (24.7)

where ej is the abelian charge of fermion j.
Anomaly in the path integral - Fujikawa method.
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As we already mentioned, the anomaly in the path integral appears because of the non-
invariance of the path integral measure. We want therefore to expand the ψ, ψ̄ fields in
eigenfunctions of iD/ and see how it transforms under the chiral invariance.

We write therefore

ψ(x) =
∑
n

anφn(x)

ψ̄(x) =
∑
n

φ†n(x)b̄n , (24.8)

where
iγµDµφn(x) = λnφn(x) , (24.9)

and the eigenfunctions are orthonormal, i.e.∫
dxφ†n(x)φm(x) = δnm. (24.10)

Then the path integral measure is written as

Dψ̄Dψ =
∏
n

db̄n
∏
m

dam. (24.11)

Under a local chiral transformation on an and b̄n, we get

ψ(x)→
∑
n

a′nφn(x) = ψ′(x) = eiα(x)γ5ψ(x) =
∑
n

ane
iα(x)γ5φn(x) , (24.12)

so, by multiplication with φn(x) and integration, we get

a′n =
∑
m

∫
dxφ†n(x)eiα(x)γ5φm(x)am ≡

∑
m

Cnmam

b̄′n =
∑
m

b̄m

∫
dxφ†m(x)eiα(x)γ5φn(x) ≡

∑
m

b̄mCmn. (24.13)

Then the path integral measure transforms as∏
n

db̄′n
∏
m

da′m = (detC)2
∏
n

db̄n
∏
m

dam , (24.14)

meaning that the Jacobian is given by (considering an infinitesimal chiral transformation)

C = 1l + α̂ +O(α2)

α̂nm ≡
∫
dxφ†n(x)γ5φm(x) , (24.15)

so that

(detC)−1 = e−Tr logC = e−Tr α̂+O(α2) = 1−
∫
dxα

∑
n

φ†n(x)γ5φn(x) +O(α2). (24.16)
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This result is formally divergent, so it needs to be regularized, with a regulator that
maintains gauge invariance.

One possibility is to use zeta function regularization (see QFT I), by turning the integral
into ∑

n

1

λsn
φ†n(x)γ5φn(x) , (24.17)

and then taking s→ 0. This is done by analogy with Riemann’s zeta function,

ζ(s) =
∑
n≥1

1

ns
. (24.18)

But here we will instead follow the regularization used by Fujikawa, which is∑
n

φ†n(x)γ5e
−(λn/M)2

φn(x) , (24.19)

and then take M →∞. Note that the above sum is understood (since iD/ φn = λnφn) as∑
n

φ†n(x)γ5e
D/ 2

M2 φn(x) =
∑
n

〈n|x〉γ5e
D/ 2

M2 〈x|n〉

= Tr

[
|x〉γ5e

D/ 2

M2 〈x|
]

= Trα

∫
ddk

(2π)d
e−ik·xγ5e

D/ 2

M2 eik·x , (24.20)

where in the last form we have expressed the trace in the momentum basis, and the remaining
trace is over the spinor indices.

Lemma.

e−ik·xe
D/ 2

M2 eik·x =

(
e−

k2

M2 e
D/ 2+2ikµDµ

M2

)
1l(x) , (24.21)

where
D/ 2 = D2 − ieσµνFµν , (24.22)

and σµν = i/4[γµ, γν ] (note that we are in Minkowski spacetime).
Proof. First we note that

D/ 2 = DµDµγ
µγν = DµDν(δ

µν+γµν) = D2−iσµν(DµDν−DνDµ) = D2−ieσµνFµν . (24.23)

Then, when acting on a function f(x), we have

e−ik·xD/ 2eik·xf(x) = D/ 2f(x) +
(
e−ik·xD/ 2e+ik·x) f(x) , (24.24)

where
(
e−ik·xD/ 2e+ik·x) = (−k2 + 2ikµDµ) (the second term is from one Dµ acting on f(x)

and one on eik·x, and the terms with F are part of the D/ 2f(x) piece). That means that

e−ik·xe
D/ 2

M2 eik·x =

(
e−

k2

M2 e
D/ 2+2ikµDµ

M2

)
1l(x) , (24.25)

242



q.e.d.lemma.
Then we can write our regulated sum as∑

n

φ†n(x)γ5e
D/ 2

M2 φn(x) =

∫
ddk

(2π)d
e−

k2

M2 Tr

(
γ5

[
1 +

D/ 2 + 2ikµDµ

M2
+

(D/ 2 + eikµDµ)2

2!M4
+O

(
1

M6

)])
.

(24.26)
But the first term, though potentially divergent, is actually zero, since Tr[γ5] = 0. The same
applies to the term with Tr[γ5(2ikµDµ)]/M2.

d=2.
We now specialize to two dimensions. Then the remaining term with D/ 2 is the only

nonzero one, since
∫
d2k/M2(2π)2e−k

2/M2
= π/(2π)2 = 1/4π (double Gaussian integral) is

the only finite term (the further ones are suppressed by powers of M as M →∞). But also

γµγν = iγ5εµν + δµν ⇒ Tr[γ5σµν ] =
i

4
Tr[γµγνγ5]− ν ↔ µ = −εµν

4
Tr[ 1l]− (µ↔ ν) = −εµν ,

(24.27)
so finally∑

n

φ†n(x)γ5e
D/ 2

M2 φn(x) =

∫
d2k/M2

(2π)2
e−

k2

M2 (+ieεµνFµν) =
e

2π

(
i

2
εµνFµν

)
. (24.28)

Then the anomaly, coming from the transformation of the path integral measure, is

DψDψ̄ → DψDψ̄(detC)−2 ' DψDψ̄
(

1− e

π

)∫
dxα(x)F̃ (x). (24.29)

d=4.
In d = 4, because ∫

d4k/M4

(2π)4
e−

k2

M2 =
π2

(2π)4
, (24.30)

the only nonzero term is the one with 1/M4. Indeed, now also Tr[γ5σµν ] ∝ Tr[εµνρσγ
ρσ] = 0

as well, so the only nonzero term is from∫
d4k/M4

(2π)4
e−

k2

M2
1

2
Tr[γ5(D/ 2)2] =

∫
d4k/M4

(2π)4
e−

k2

M2
−e2

2
Tr[γ5σµνσρσ]FµνFρσ. (24.31)

But since

Tr[γ5σµνσρσ] = −1

4
Tr[γ5γµνγρσ] = − i

4
εµνρσ Tr[1] = −iεµνρσ , (24.32)

where we have used
γµνγρσ = iεµνρσγ5 − (δµρδνσ − δµσδνρ) (24.33)

(which can be proven by first putting µ = 1, ν = 2, ρ = 3, σ = 4 and identifying the two
sides, then µ = ρ, etc.), we have∑

n

φ†n(x)γ5e
D/ 2

M2 φn(x) =
ie2

32π2
εµνρσFµνFρσ =

ie2

16π2
FµνF̃

µν , (24.34)
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and the anomaly is

DψDψ̄ → DψDψ̄
(

1− i

8π2

∫
dxα(x)FµνF̃

µν

)
, (24.35)

so

〈∂µj5
µ〉 =

−ie2

8π2
FµνF̃

µν . (24.36)

Consistent vs. covariant anomaly
The nonabelian anomaly can be found up to an overall coefficient from consistency con-

ditions found by Wess and Zumino.
The conditions come from the fact that the anomaly must be the gauge variation of the

effective action Γ(A). We define the gauge variation of the gauge field for a left-handed
fermion anomaly,

∆ΛLA
a
µ = (Dµ(A)ΛL)a = ∂µΛa

L + [Aµ,ΛL]a , (24.37)

and we introduce the operator of gauge variation which varies the action with respect to A,
and then the multiplies by the gauge variation of A,

δΛL ≡ XL(ΛL) ≡ (∂µΛL + [Aµ,ΛL])a
∂

∂Aaµ
. (24.38)

If the anomaly Ga is the gauge variation of the effective action Γ(A), it follows that

δΛLΓ(A) = XL(ΛL)Γ(A) =

∫
d4xΛa

LGa. (24.39)

But then the group algebra,

[XL(Λ
(1)
L ), XL(Λ

(2)
L )] = XL([Λ

(1)
L ,Λ

(2)
L ] , (24.40)

implies that when acting on the effective action we get∫
d4xΛ

(2)
L δ

Λ
(1)a
L
Ga(A)− 1↔ 2 =

∫
d4x[Λ

(1)
L ,Λ

(2)
L ]aGa , (24.41)

which is the Wess-Zumino consistency condition.
The unique solution to this equation (up to a normalization constant) is

Ga(A) = Tr

[
T ad

(
A ∧ dA+

1

2
A ∧ A ∧ A

)]
. (24.42)

Substituting in the consistency condition, and partially integrating d onto Λ
(2)
L on the left

hand side, we obtain the condition∫
Tr

[
dΛ

(2)
L δ

Λ
(1)
L

(
A ∧ dA+

1

2
A ∧ A ∧ A

)]
−(1↔ 2) =

∫
Tr

[
δ

[Λ
(1)
L ,Λ

(2)
L ]

(
A ∧ dA+

1

2
A ∧ A ∧ A

)]
,

(24.43)
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which is left as an exercise to verify.
Then the anomaly

Ga = Dµ(A)
δΓ(A)

δAaµ
=

i

24π2
εµνρσ Tr

[
T a∂µ

(
Aν∂ρAσ +

1

2
AνAρAσ

)]
(24.44)

satisfies the consistency conditions, so is a consistent anomaly, but is not covariant under
gauge transformations. This anomaly has physical meaning. However, theoretically, it is
better to work with covariant expressions. We can add a local counterterm to the effective
action or to the current Jaµ and find a covariant anomaly, which is important theoretically.
Then

G̃a = DµJ
µ
a +DµX

µ
a = Ga +DµX

µ
a = DµJ̃

µ
a . (24.45)

However, the covariant anomaly is not consistent (i.e., it does not satisfy the Wess-Zumino
consistency conditions).

Descent equations
Both the consistent and the covariant anomaly appear in the so-called (Stora-Zumino)

descent equations, that start with the Chern form in 2n + 2 dimensions, F∧(n+1). Here as
usual F = dA+ A ∧ A = 1

2
Fµνdx

µ ∧ dxν .
For instance, we start with the Chern form in 6 dimension, ω6 = Tr[F ∧ F ∧ F ] ∝

εµ1...µ6 Tr[Fµ1µ2Fµ3µ4Fµ5µ6 ]. Then dω2n+2 = 0, since

d(TrF n+1) = (n+ 1) Tr[(dF )F n] = (n+ 1) Tr[(DF )F n] = 0 , (24.46)

where inside the trace we can replace dF with DF , but DF = 0 by the Bianchi identity.
That means that at least locally, though in fact globally, as we can explicitly check by
exterior differentiation, ω2n+2 = dω2n+1, where ω2n+1 is called the Chern-Simons form in
2n+ 1 dimensions.

For instance ω6 = dω5, and we find

ω5 = Tr

[
dA ∧ dA ∧ A+

3

2
dA ∧ A ∧ A ∧ A+

3

5
A∧5

]
. (24.47)

Under a general variation δA, the Chern form varies as

δω2n+2 = (n+ 1) Tr[(DδA)F n] = (n+ 1) Tr[D(δAF n)] = (n+ 1)dTr[δAF n] , (24.48)

where we have used the Bianchi identity DF = 0 to take out D, and when D is outside the
trace it becomes d (since there are no more indices for him to act on). Finally we find

δdω2n+1 = dδω2n+1 , (24.49)

which means that
δω2n+1 = (n+ 1) Tr[δAF n] + d(...). (24.50)

As a consequence, the field equation of the Chern-Simons action
∫
ω2n+1 is F∧n = 0, so is

covariant.
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But under a gauge variation,

δgauge

∫
ω2n+1 = (n+ 1)

∫
Tr[DΛF∧n] = (n+ 1)

∫
d(Tr[ΛF∧n]) = 0 , (24.51)

where again we have taken out D using the Bianchi identity, and outside the trace, D
becomes d. That means that

δgaugeω2n+1 = dY. (24.52)

In fact, in our example, we find explicitly

δgaugeω5 = Tr

[
(dΛ)d

(
A ∧ dA+

1

2
A ∧ A ∧ A

)]
= d

[
Tr Λd

(
A ∧ dA+

1

2
A ∧ A ∧ A

)]
.

(24.53)
So, in general, ω2n+2 is the singlet anomaly in d = 2n+ 2 dimensions. δgaugeω5 gives the

consistent nonabelian anomaly, and the field equation of ω5 gives the covariant nonabelian
anomaly. In general,

ω2n+2 = dω2n+1

δgaugeω2n+1 = dΛaGa(cons.)

Tr

(
T a

δ

δA

∫
ω2n+1

)
= G̃a(cov.). (24.54)

These are the descent equations.
d=2. As the simplest example, we consider 2 dimensions. The consistent anomaly is

Ga = c∂µA
a
νε
µν , (24.55)

and the extra current piece is
Xµ
a = cεµνAν,a , (24.56)

leading to

G̃ = DµJ
µ +DµX

µ = c∂µAνε
µν + cεµνDµAν = c(∂µAν − ∂νAµ + [Aµ, Aν ])ε

µν = cFµνε
µν .

(24.57)
d=4. The more relevant example is of 4 dimensions. Here the consistent anomaly is

Ga = cTr

[
T ad

(
A ∧ dA+

1

2
A ∧ A ∧ A

)]
, (24.58)

and the extra current is

Xa = cTr

[
Ta

(
dA ∧ A+ A ∧ dA+

3

2
A ∧ A ∧ A

)]
, (24.59)

leading to
G̃a = Ga +DXa = cTr[Ta3F ∧ F ]. (24.60)

Important concepts to remember
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• We can write the anomaly in the chiral basis or the V-A basis.

• In the path integral, the anomaly arises because of the non-invariance of the measure.
The Fujikawa method regularizes the sum over eigenfunctions of iD/ with eD/

2/M2
.

• In the Fujikawa method, it is obvious that the anomaly is one-loop exact.

• The nonabelian anomaly must satisfy the Wess-Zumino consistency condition, leading
to the consistent anomaly, but is not covariant. It has physical significance.

• By adding a local counterterm to the effective action, or to the current, we can construct
a covariant anomaly, that is however not consistent. It is theoretically useful.

• The various anomalies appear in the descent equation that starts from the Chern form
in 2n+2 dimensions. The Chern form is the singlet anomaly, ω2n+2 = dω2n+1 and the
gauge variation of the Chern-Simons form ω2n+1 gives the consistent anomaly. The
field equation of the CS form is the covariant anomaly.

Further reading: See chapter 8.3 in [5], chapter 19.2 in [3], 22.2 in Weinberg vol.II.
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Exercises, Lecture 24

1) Regularize
∑

n φ
†
n(x)γ5γµνφn(x) with eD/

2/M2
in d = 4 and calculate it.

2) Calculate the d = 6 anomaly in the Fujikawa method.

3) Prove the relation stated in class,
d=2

Ga = c∂µA
a
νε
µν

Xµ
a = cεµνAν,a
G̃ = cεµνFµν = G+DµX

µ = DµJ
µ +DµX

µ. (24.61)

d=4

Ga = cTr

[
T ad

(
A ∧ dA+

1

2
A ∧ A ∧ A

)]
Xa = cTr

[
Ta

(
dA ∧ A+ A ∧ dA+

3

2
A ∧ A ∧ A

)]
G̃a = Ga +DXa = cTr[T a3F ∧ F ] , (24.62)

and find the expressions in d = 6.
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25 Lecture 25. Physical applications of anomalies: ’t

Hooft’s UV-IR anomaly matching conditions; anomaly

cancellation.

In this lecture we present physical applications of anomalies, as well as theoretical applica-
tions, for restricting the set of consistent models.

π0 → γγ decay
The most famous physical application of anomalies is to the decay of the neutral pion,

into two photons.
The pions πa, with a = 1, 2, 3, are related to the divergence of the axial vector current

∂µj5,a
µ , i.e.

j5,a
µ ∼ ψ̄(x)

σa

2
γ5γµψ(x) , (25.1)

where the σa are Pauli matrices for a flavor SU(2) group. More precisely, in quark models,
where the pions are q̄q objects (one quark and one antiquark), we have

j5,a
µ (x) = 2imq

(
q̄γ5

σa

2
γµq

)
. (25.2)

But as we explained, we cannot really think of hadrons as having a fixed number of partons,
but as having distribution functions for partons inside the handrons, due to the strong QCD
interactions (”hadronization”). The claim is that under hadronization, the above relation is
replaced by

∂µj5a
µ,had. = fπm

2
ππ

a , (25.3)

where fπ is the pion decay constant, that can be independently measured from experiment.
The above relation is called the PCAC relation, standing for ”Partially Conserved Axial
vector Current” relation.

quarks
0

Figure 69: Anomaly for Π0 decaying into 2 photons via a quark loop.

The relation is OK for π±, corresponding to the Pauli matrices σ±, but is not quite
correct for π0, corresponding to the Pauli matrix σ3, since there is a decay of the pion into
two photons. More precisely, we hace a decay of ∂µj5,3

µ into two photons through a triangle
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anomaly diagram, as in Fig.69: first the current divergence ∂µj5,3
µ turns (mostly) into a π0,

after which the π0 dacays through a one-loop chiral fermion triangle diagram into two γ’s.
Then, more precisely, we have

∂µj5(A),±
µ = fπm

2
ππ
±(x)

∂µj5(A),3
µ = fπm

2
ππ

3(x) + c
e2

16π2
εµνρσFµνFρσ , (25.4)

where the extra term is the anomalous contribution. The relation is correct to all orders in
αs, but only to first order in α.

The coefficient c can be calculated as follows. If it was an electron in the loop, we would
have c = 1, since we have already calculated the U(1) chiral anomaly. But for quarks in the
loop, we have c = Nc/6, since

π0 ∼ ψ̄γ5
τ3

2
ψ; τ3 =

(
1 0
0 −1

)
; ψ =

(
u
d

)
, (25.5)

and so

c = Tr
[τ3

2
Q2
]

=
Nc

2

[(
2

3

)2

−
(

1

3

)2
]

=
Nc

6
. (25.6)

Note that the Q2 is the charge squared of the quarks, appearing because of the quarks
coupling to each of the external photons with the charge Q.

We now consider the mπ → 0 limit, which is consistent, since the pion is the lightest
state in QCD by approximately an order of magnitude.

We consider the matrix element of jA,3µ in between a photon state and the vacuum, i.e.
the decay amplitude from vacuum to two photons, through the anomaly. The matrix is
dominated by the intermediate state of a pion, i.e.

〈ε1, p1; ε2, p2|jA,3µ (0)|0〉 '
∑
~q

〈ε1, p1; ε2, p2|π0, ~q〉〈π0, ~q|jA,3µ (0)|0〉 , (25.7)

where ε1, ε2 are the polarizations of the two photons, and p1, p2 are their two momenta.
On the other hand, the matrix element of the pion operator between the vacuum and the

pion state is

〈π0, ~q|π0(0)|0〉 =
1√
2ωq

, (25.8)

which is just the relativistic wave function normalization. But by the PCAC relation (25.4),
considering that the anomaly part has no matrix element between the pion and the vacuum,
we can replace π0(0) with qµjA,3µ /(fπm

2
π) between the states, and given that q2

µ = m2
π, we

obtain

〈π0, ~q|jA,3µ |0〉 =
qµfπ√

2ωq
. (25.9)

Now we consider the PCAC relation (25.4) in between the 2-photon state 〈ε1, p1; ε2, p2| and
the vacuum |0〉.
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On the right hand side we obtain

〈ε1, p1; ε2, p2|Nc

6

e2

16π2
(εµνρσFµνFρσ) |0〉 =

Nc

6

e2

16π2

(
8εµνρσε1µε

2
νp

1
ρp

2
σ

)
, (25.10)

where Fµν |ε, p〉 = 2ε[µpν]|ε, p〉, and an extra factor of 2 comes because each F can act on
both (εp) pair. Therefore now the (25.4) relation in between the states becomes (note that
e2/2π2 = 2α/π)

〈ε1, p1; ε2, p2|∂µjA,3µ |0〉 =

(
α

π

Nc

3

)
εµνρσε1µε

2
νp

1
ρp

2
σ. (25.11)

Finally then, using the relation (25.7) with the normalization (25.8), the above relation
gives the amplitude for a pion to go to two photons,

A(π0 → 2γ) ≡ 〈ε1, p1; ε2, p2|π0, ~q〉 =
α

π

Nc

3

1

fπ
εµνρσε1µε

2
νp

1
ρp

2
σ , (25.12)

since the
∑

~q 1/
√

2ωq gives the propagator 1/q2, which cancels the qµqµ coming from 〈π0, ~q|∂µjA,3µ |0〉.
Then, using the relation between the decay probability Γ and the amplitude given in

QFTI (eq. 19.49),

Γ(π0 → 2γ) =
1

2mπ

∫
d3p1

(2π)3

1

2ω1

∫
d3p2

(2π)3

1

2ω2

1

2

(∑
pols.

|A(π0 → 2γ)|2
)

(2π)4δ4(q − p1 − p2).

(25.13)
After some calculation that will not be reproduced here, we find

Γ(π0 → 2γ) =
1

64π

(
α

π

Nc

3

1

mπ

)2

(mπ)3. (25.14)

This is tested experimentally to a high degree of accuracy, and one verifies that Nc = 3.
Nonconservation of baryon number in electroweak theory
The second important physical application of anomalies is to the non-conservation of

baryon number. The gauge group of the Standard Model is SU(3)c×SU(2)×U(1)Y , where
the electroweak gauge group is SU(2)× U(1)Y .

We first describe the fermion field content of the Standard Model. We have the lepton
and quark left-handed SU(2) doublets

L =

(
νe
eL

)
; QL =

(
uL
dL

)
, (25.15)

where the left part of the electron is

eL =
1− γ5

2
e− , (25.16)

and its right part is the full matrix

R =
1 + γ5

2
e− , (25.17)
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since the neutrino does not have a right-handed part in the (minimal form of the) Standard
Model. A singlet right-handed neutrino is the simplest extension of the Standard Model.

We have a similar relation for the quarks, and we have 3 generations of fermions, which
will be implicit in the notation.

Therefore in Euclidean space, the lepton part of the action in interaction with the elec-
troweak gauge group (ignoring the color gauge group) is

Sleptons =

∫
d4x

[
R̄γµ(∂µ − ig′Bµ)R + L̄γµ

(
∂µ −

ig′

2
Bµ +

ig

2
Aaµσ

a

)
L

]
, (25.18)

whereas the quark part of the action is

Squarks =

∫
d4x

[
Q̄Lγµ

(
∂µ +

ig′

2
YLBµ +

ig

2
Aaµσ

a

)
QL +

∑
i=1,2

Q̄R(i)γµ

(
∂µ +

ig′

2
YR(i)Bµ

)
QR(i)

]
.

(25.19)
Note that here Bµ is the U(1)Y gauge field, so the YL and YR are hypercharges for the L and
R fields, and Aaµ are the SU(2) gauge fields.

We note that the above action has as conserved quantities the baryon number B and the
lepton number L (we can consider also the independent lepton numbers, for each generation,
Le, Lµ, Lτ , but these are approximate symmetries). A quark has B = 1/3 such that a
baryon, made up of 3 quarks, has baryon number 1 (B(B) = 1). On the other hand, all
leptons have lepton number L = 1. Then B and L are classical symmetries of the above
Standard Model action.

However, we have chiral fermions, so in fact B and L are anomalous: we have an abelian
(singlet) anomaly in a nonabelian theory, with

∂µj
B
µ =

Ngeng
2

16π2
Tr[F µνF̃µν ]. (25.20)

Integrating over space and over time between t1 and t2, and using
∫
d4x∂µjµ =

∫
d3x[jB0 ]t2t1 =

B(t2)−B(t1), we obtain for the difference in baryon number at times t1 vs. t2,

B(t2)−B(t1) =
Ngeng

2

16π2

∫ t2

t1

dt

∫
d3xTr[F µνF̃µν ]. (25.21)

But there is a nontrivial field configuration called an instanton, obeying

Fµν = F̃µν (25.22)

in Euclidean space, which means that for them, the topological number

n =
g2

16π2

∫
d4xTr[F µνF̃µν ] =

g2

4π2

1

4

∫
d4xTr[F 2

µν ] (25.23)

called instanton number is proportional to the on-shell instanton action (in Euclidean space),
so

S(E) =

∫
d4x

1

4
Tr[F 2

µν ] =
4π2

g2
n , (25.24)
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and the difference in baryon number is an integer,

B(t2)−B(t1) = Ngenn. (25.25)

Therefore the difference in baryon number is defined by the instanton number, and the
transition probability is given by the (classical) saddle point of the path integral with the

given boundary condition, i.e. e−S
(E)

,

〈B(t2)|B(t1)〉 ' e−S
(E)

. (25.26)

However, in the vacuum corresponding to our Universe, e
− 4π
αweak ∼ e−4π·30 is negligible for

the lifetime of the Universe.
However, in the high temperature medium of the Big Bang, when the coupling is large,

the probability becomes of order 1 so, by symmetry, transitions in baryon number will
equalize it, resulting in B = 0, or an equal number of baryons and antibaryons. However, we
observe in our Universe a net baryon number, which means that in the initial stages of the
Big Bang there was already a baryon asymmetry. The question is, how is it possible, given
the mechanism of wiping out an initial baryon asymmetry that we just saw? This is a very
important question in theoretical physics, for which there are various models, but none is
perfect. Sakharov in the 1980’s already had enumerated the necessary conditions to create
a baryon asymmetry, but as of yet, there is no perfect model.

The U(1) problem
The last of the three important physical applications of anomalies is called the U(1)

problem. We will not explain all the details of its resolution, among other things because it
uses information that will be given later on in the course, but rather we will sketch it.

We will see in the last lecture of the course that there is an effective symmetry SU(2)L×
SU(2)R, due to the near-masslessness of the up and down quarks (the u and d quarks are
nearly massless, for them we can use a light quark effective theory, and the c, b and t are
very heavy, for which we can use a heavy quark approximation; the s quark is intermediate).
This symmetry is spontaneously broken to a diagonal SU(2). We will also see later on in
the course that whenever we break spontaneously a symmetry, there is a so-called Goldstone
boson appearing, a massless scalar associated with the broken symmetry directions. In QCD,
the SU(2)L×SU(2)R symmetry is approximate, so we have approximate Goldstone bosons,
the 3 pions πa (with masses much smaller than the masses of the other states in QCD),
corresponding to the 3 broken generators (for a broken SU(2)).

But the actual symmetry of the QCD Lagrangean is U(Nf )× U(Nf ) (Nf is the number
of massless flavours, here 2), acting on the quarks as

ψ → eiα
aTaψ

ψ → eiα
aTaγ5ψ. (25.27)

So between the actual U(2)× U(2) and the observed SU(2)L × SU(2)R, the difference is an
U(1) × U(1). One of the U(1)’s, acting as (the U(1) is the trace of the U(Nf ), where we
replace T a by 1l)

ψ → eiαψ , (25.28)
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is just the hadron number, which is conserved. But then we still have the other,

ψ → eiαγ5ψ , (25.29)

which is an abelian chiral symmetry. Before the anomaly was understood, it was thought
that there could only be two possibilities: the symmetry is there, but we don’t see such
a symmetry in the real world; or the symmetry is spontaneously broken, but then by the
Goldstone theorem we should see a Goldstone boson corresponding to this broken symmetry.
However, there is no fourth pion, so that is also not true. That was then the ”U(1) problem”,
and its resolution is of course, that the symmetry is anomalous, so is broken (though not
spontaneously).

’t Hooft’s UV-IR anomaly matching conditions
We now turn to theoretical applications of anomalies, namely applications for model

building. The first such application is due to ’t Hooft, and is a very useful consistency
condition, which simply put states that the anomaly is independent of the energy scale, so
it should give the same result, for instance in the UV and in the IR.

It is useful, since we have the effective field theory approach started by Wilson, that will
be studied later on in the course, which states that for a given energy range, we can use a
theory in terms of some fields, without worrying if the fields are truly fundamental, as long
as we include in the Lagrangean all the possible higher dimensional operators (even though
they will in general not be renormalizable operators). This point of view allows us, say, to
use the Standard Model, without worrying that there is at least a Planck scale (and maybe
other scales, like susy scale, GUT scale, etc.) at which what we think of as the fundamental
degrees of freedom will change.

But in that case, the anomaly matching conditions act as an important check of the fact
that we are using the right degrees of freedom at a certain scale, given knowledge about the
degrees of freedom at some other scale.

As an example, consider the anomaly of a global U(1) current, and in the IR consider
that we can use the nearly massless fermionic degrees of freedom that may be composite
(only massless chiral fermions contribute to the anomaly, as we saw). For instance, in QCD
we could consider the n and the p (which are composites of 3 quarks) as these degrees of
freedom for energies higher than the mp,mn, but not too high so that we need to consider
perturbative QCD. On the other hand, in the UV we can use the fundamental degrees of
freedom (in the case of QCD, use the quarks) to calculate the anomaly. The two calculations
should match.

Proof. To prove the anomaly matching condition, couple the global U(1) current to a
gauge field, i.e., gauge the symmetry. Then add free chiral fermions that only couple to
the gauge field, in such a way as to cancel the anomaly. Indeed, now that we have a local
symmetry, we need to cancel this local (gauge) anomaly for consistency of the quantum
theory, as we said.

But local anomaly cancellation, i.e. consistency of the quantum theory, should persist
both in the UV and in the IR. Now turn off the gauge coupling, g → 0, going back to the
global case. Subtract the anomaly of the free chiral fermions, which is independent of the
scale, since now the fermions are truly free (don’t couple to anything), so they don’t know
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what an energy scale means. The result is that the global anomaly of the original system is
independent of scale. q.e.d.

Note that the anomaly is purely one-loop, so it can be easily calculated at an energy
scale using the perturbative degrees of freedom available at that energy scale.

Anomaly cancellation.
The second important theoretical application is the cancellation of gauge anomalies,

which is an important consistency condition for any model we might write (without it, the
quantum theory is inconsistent).

Here we study how it can happen that we have anomaly cancellation.
In d = 4, the anomaly is proportional to dabc, which is proportional to Tr[T a{T b, T c}],

and in turn is related to C3(G), the third Casimir of the gauge group. That means that
if the Lie algebra of the group has no C3(G), there is no dabc, and thus no anomaly. Such
groups are called safe groups.

Nearly all of the classical groups are safe. In particular, the Bn series, i.e. SO(2n+1), the
Cn series, i.e. Sp(2n), the Dn series, i.e. SO(2n), except SO(6), as well as the exceptional
groups G2, F4, E6, E7, E8, are all safe. The only unsafe classical groups are the AN series,
i.e. SU(N), for N ≥ 3, and SO(6) ' SU(4). Note that SU(2) ' SO(3) is safe, as is
SO(4) ' SO(3)× SO(3).

Even if a group is unsafe, in some representation R we might still have dabcR = 0, in which
case we say the representation is safe.

Otherwise, if we have an unsafe representation of an unsafe group, to cancel the anomaly
we need to combine several species of fermions such as to cancel the anomaly.

The Standard Model.
The most relevant example that we will study is the Standard Model, with gauge group

SU(3)c × SU(2)× U(1)Y .
A potential anomaly appears for the unsafe group SU(3)c, with unsafe representations.

However, the SU(3) anomaly in the Standard Model is cancelled in a trivial way, since both
left and right fermions couple in the same way with the SU(3)c gauge field, so the total
anomaly vanishes.

Then, SU(2) is a safe group, so there is no anomaly with an SU(2) gauge field at each of
the three corners of the triangle. However, the absence of dabc says nothing about combining
the SU(2) gauge field with another in the triangle diagrams, more precisely about the SU(2)
contributing to the ∂µjµ anomaly of some other gauge field. But the SU(3)c couples in the
same way for left and right, so that doesn’t contribute to these mixed anomalies either.

Thus we need to check only the U(1)Y (hypercharge), for the pure U(1) anomaly, and
the mixed anomaly with SU(2). The potentially anomalous diagrams are then with a U(1)
gauge fields in ∂µjµ, and two SU(2) gauge fields in the others (the SU(2) contribution to
the U(1) anomaly), and the one with 3 U(1) gauge fields (the U(1) contribution to the U(1)
anomaly).

Together, we can write these conditions as∑
fermion representations

Tr

[
T a
(
A ∧ dA+

1

2
A ∧ A ∧ A

)]
= 0. (25.30)
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The T a is the generator coupling to the ∂µjaµ, so for the U(1) we have T a = 1.
Then the U(1)− SU(2)− SU(2) anomaly has T a = 1, but of course we need to multiply

it by the charge YL, and the A∧dA+1/A∧A∧A is proportional to σbσc. Then the condition
becomes ∑

doublets,L

YL Tr[σbσc] ∝ δbc
∑

doublets

YL = 0 , (25.31)

giving the condition ∑
doublets,L

YL = 0. (25.32)

Note that here we count doublets only (since the SU(2) couples only to doublets, which
doublets are only left-handed), but we also need to count color where needed.

For the U(1)3 anomaly, again we have T a = 1, but must be multiplied by Y , and A∧ dA
is proportional to 1l, but again multiplied with YL for each gauge field, for a total condition
of ∑

left−handed

(YL)3 −
∑

right−handed

(YR)3 = 0. (25.33)

Note that here we must count each element of a doublet, and also count color.
To verify these conditions, we consider the hypercharge assignments of the Standard

Model.
For quarks, we have

YL = 1/3; YR(1) = 4/3; YR(2) = −2/3 , (25.34)

since the left quarks are doublets, but for the right quarks, we have two independent elements
(not a doublet), 1 and 2.

For the leptons, we have

YL = −1; YR(1) = 0; YR(2) = −2 , (25.35)

and the same applies, the left leptons are doublets, but the right ones are two independent
elements, 1 and 2.

We now verify the two conditions. For the U(1)− SU(2)− SU(2) anomaly, we get

Nc ×
1

3
+ 1× (−1) =

Nc

3
− 1 , (25.36)

and it only cancels for Nc = 3, as it should.
For the U(1)3 anomaly, we get[
Nc × 2×

(
1

3

)3

+ 2× (−1)3

]
−

[
Nc ×

(
4

3

)3

+Nc ×
(
−2

3

)3

+ (−2)3

]
= 0 , (25.37)

giving
Nc

33
(2− 43 + 23)− 2 + 8 = −2(Nc − 3) = 0 , (25.38)
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which again only cancels for Nc = 3, as it should.

Important concepts to remember

• The PCAC relations relate the divergence of the axial vector SU(2) current with the
pions, modulo the anomaly in the σ3 component of the current.

• The neutral pion π0 decays into 2 photons because of the anomaly, via a diagram where
∂µj5,3

µ turns into a pion and then into 2 photons via a quark triangle.

• Baryon number is changed by instantons, because of the anomaly in the baryon current,
and with a probability 〈B(t2)|B(t1)〉 ∼ e−Sinst .

• In the current Universe, baryon number change is irrelevant, due to the smallness of the
coupling e−4π/αweak giving a small probability. But in the initial Big Bang it is relevant,
and it would wipe out any initial baryon asymmetry, hence the baryon asymmetry
problem.

• The potential extra U(1) does not have a Goldstone boson, since it is a chiral symmetry
broken by anomalies.

• The anomaly in the UV (computed with the UV degrees of freedom) should match the
anomaly in the IR (computed with the IR degrees of freedom).

• The gauge anomaly should cancel in a consistent model. There are safe groups, safe
representations, and otherwise we need to combine species of fermions.

• The unsafe groups are U(1), SU(N), N ≥ 3 and SO(6) ' SU(4).

Further reading: See chapter 8.5 in [5], chapter 19.3 in [3], 22.1, 22.5, 22.6 in Weinberg
vol.II.
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Exercises, Lecture 25

1) Check that the SU(5) GUT model, with fermionic field content (ignoring the Higgs
sector):

-one (anti)fundamental representation 5̄ and one antisymmetric representation 5×4/2 =
10, both left-handed, is free of gauge anomalies, given that

Tr5(T a{T b, T c}) = dabc = Tr10(T a{T bT c}). (25.39)

2) Calculate the U(1) chiral anomaly of the SU(5) GUT by using the UV-IR ’t Hooft
matching conditions.
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26 Lecture 26. The operator product expansion, renor-

malization of composite operators and anomalous

dimension matrices

In this lecture we will learn about renormalizing composite operators, a tool for describing
that called the operator product expansion, and anomalous dimension matrices for composite
operators.

Composite operators are important objects in gauge theories, since observables are gauge
invariant, so need to be composite.

But introducing a composite operator at a point x, O(x), requires additional renor-
malization beyond the one in the Lagrangean, since putting several fields at a single point
introduces new divergences.

Important examples of composite operators are the energy-momentum tensor Tµν , con-
densates ψ̄ψ, etc.

We introduce the composite operators in the theory by adding a source term for them,
JO · O in the generating functional, i.e.

ZO[JO] =

∫
D[φ]e−S+

∫
JO·O(x) , (26.1)

in the same way as we did for fundamental fields in

Z[J ] =

∫
Dφe−S+

∫
J ·φ(x). (26.2)

The resulting Green’s functions for O can be thought of as Green’s functions for sets of fields
at x1, ..., xn when we identify these points (they all converge, and are equal to x), e.g. for
O = φ1...φn(x),

〈O(x)〉 ∼ 〈φ1(x1)...φn(xn)〉|x1=x2=...=xn=x = G(n)12...n(x1, ..., xn)|x1=...=xn=x. (26.3)

Of course, because of the divergences we mentioned, this is not so well defined; we will use
the method of the operator product expansion to make better sense of this.

One can reverse the above process and consider a method of regularization for the ad-
ditional divergences appearing in composite operators called ”point splitting”, that means
pulling the consituents apart, by having each field in O at a different point.

For composite operators, there is also operator mixing, if there are Feynman diagrams
that mix the operators. For this to happen, the operators have to have the same charges
under the symmetries respected by the Lagrangean, since then the interaction Lagrangean
Lint, appearing in the Feynman diagrams, also respects the symmetries.

Therefore in general we have the renormalization of the type

On[{φj}, g, ...] =
∑
m

Zn
mOren

m [{Zjφren
j }, Zggren, ...] , (26.4)
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meaning that besides the renormalization of the fields and couplings, there is an independent
renormalization of the operators, that mixes them.

In particular, in a Yang-Mills theory,

Oj[Aaµ, g, ...] =
∑
k

Zj
kOren

k

[
Z

1/2
3 Aa,renµ ,

Z1

Z
3/2
3

gren, ...

]
. (26.5)

The matrix of renormalization factors Znm can be determined by Feynman diagrams
with insertions of On,Om. We will see shortly a concrete example of such a calculation.

This renormalization is also multiplicative, like the renormalization of fundamental fields.
Moreover, it closes under renormalization (there are no outside operators).

In general, Zn
m is nontrivial, but in the particular case of conserved currents it is 1, i.e.

conserved currents do not renormalize, Zj = 1.
For instance, in QED, the Ward-Takahashi identity says that

∂zµ〈0|T [ψα(x)ψ̄β(y)jµ(z)]|0〉 = −ieδ(x−z)〈0|T [ψα(y)ψ̄β(x)]|0〉+ieδ(y−z)〈0|T [ψα(x)ψ̄β(y)]|0〉.
(26.6)

The renormalization of the field is ZRψR = ψ0, and of the current is ZjjR = j0, but as we
can see there is no j, so no Zj on the rhs, whereas there is on the lhs. By matching Z factors,
we see that we must have Zj = 1.

Anomalous dimension matrix
So we see that the renormalization of operators is written as

Oj(x) =
∑
k

Zj
kOren

k (x). (26.7)

We can therefore define for O also a notion of anomalous dimension, just that now it is
an anomalous dimension matrix,

Γij ≡
(
Z−1 · Λ ∂

∂Λ
Z

)
ij

, (26.8)

where Z and Z−1 are matrices, and Λ∂/∂Λ = ∂/∂ ln Λ.
Consider the eigenvectors On of the matrix Γ, with eigenvalue ∆0 + γn, where ∆0 is the

classical (naive) dimension, and γn is the anomalous dimension of the operator On.
Then we must have for scalar operators (no Lorentz structure)

〈Oren
n (x)Oren

n (y)〉 = 〈(Z · On(x)(Z · O)n(y)〉 =
const.

|x− y|2(∆0+γn)
. (26.9)

This is so because by translational invariance the 2-point function must depend on |x − y|
only, and then the dimension defines its power law. Strictly speaking, this result is only valid
in a scale invariant theory, without any mass scale, since otherwise we can use the mass scale
to construct dimensionless quantities together with |x− y|.

A nontrivial example of a composite operator in QCD is the quark mass term

∆Lm = m(q̄q)M , (26.10)
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with renormalization prescription at the mass scale M .
Then for instance the Green’s functions of q̄q with the quarks,

G(n,k)(x1, ..., xn; y1, ..., yn; z1, ..., zk) = 〈q(x1)...q(xn)q̄(y1)...q̄(yn)q̄q(z1)...q̄q(zk)〉 , (26.11)

obeys a renormalization group equation (RGE) that is the natural extension of the one for
the Green’s functions for fundamental fields, namely[

M
∂

∂M
+ β

∂

∂g
+ 2nγ + kγq̄q

]
G(n,k)({xi}, {yi}, {zj}, g,M) = 0. (26.12)

We can then define a mass depending on the energy scale, m̄(Q), in the usual way by

d

d log(Q/M)
m̄ = γq̄q(ḡ)m̄ , (26.13)

and the boundary (initial) conditions m̄(M) = m. A perturbative calculation in QCD (that
will not be reproduced here) finds

m̄(Q) = m

(
1 + 8

g2

(4π)2
log

M2

Q2

)
+O(g4). (26.14)

Anomalous dimension calculation
We can give a simple example of an anomalous dimension calculation. Consider λφ4/4!

theory, and the operator O(x) = φ2(x). The 2-point function 〈O(x)O(0)〉 is calculated as
follows.

z

0

x

0

x

(a) (b)

Figure 70: Diagrams for the anomalous dimension of an operator in φ4 theory. (a) Tree level.
(b) One loop level.

Tree level: O(1)
At the tree level, we write a Feynman diagram where we represent the operator at 0 as

a line with 2 points at its ends (for the two φ fields), and the same for the operators at x,
for two parallel lines, as in Fig.70a. Then the free propagators connect the φ in the upper
operator with the one in the lower operator. Since in 4d the scalar propagator is

1

4π2

1

|x|2
, (26.15)
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we obtain

〈O(x)O(0)〉tree =
2

(4π2)2

1

|x|4
, (26.16)

for the 2 free propagators and two possible contractions.
One-loop level: O(λ)
The Feynman diagram has a vertex at z connecting with the two fields in the upper

operator and the two fields in the lower operator, as in Fig.70b, for a result

λ

(4π2)4

∫
d4z

1

|x− z|4|z|4
≡ λ〈O(x)O(0)〉treeJ (x) , (26.17)

because of the two propagators from z to x and two from z to 0. From the above definition,
we have

J (x) =
|x|4

(4π2)2

∫
d4y

1

y4|x− y|4
. (26.18)

This is UV divergent, and needs to be regularized by introducing an UV cut-off Λ, after
which the integral becomes

J (x) ∼ 1

4π2
log(|x|Λ). (26.19)

The proof of this statement is left as an exercise.
All in all, we can write

〈O(x)O(0)〉 = 〈O(x)O(0)〉tree

[
1 +

λ

4π2
log(|x|Λ) + ...

]
. (26.20)

On the other hand, in general we can expand (since ∆ = ∆0 +O(λ), so ∆−∆0 = O(λ))

〈O(x)O(0)〉 =
C

|x|2∆
=

C

|x|2∆0
e−2(∆−∆0) log(|x|Λ) ' C

|x|2∆0
(1− 2(∆−∆0) log(|x|Λ))

= 〈O(x)O(0)〉tree (1− 2(∆−∆0) log(|x|Λ) + ...) (26.21)

Here we have normalized the operators such that the 2-point function has C = 2/(4π2)2 in
order to reproduce the free 2-point function above.

By comparing this general result with our particular Feynman diagram calculation, we
obtain first ∆0 = 2, and second

∆−∆0 = − λ

8π2
⇒ ∆ = 2− λ

8π2
. (26.22)

In the same λφ4/4! theory, we can give an example of operator mixing, between the
operators φ2(x) and φ4(x). The Feynman diagram has one free propagator coming down
from φ2(x) to φ4(0), and one line ends in a 4-vertex, whose 3 other legs end up on the
remaining fields in φ4(0), as in Fig.71. The result for the diagram is (combinatorial factor
2 · 4!)

〈φ2(x)φ4(0)〉 =
2 · 4!λ

(4π2)2|x|4
Ĩ(x) , (26.23)
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z

0

x

Figure 71: Operator mixing diagram in φ4 theory.

where

Ĩ(x) =
|x|4

(4π2)3

∫
d4z

1

|z|6|x− z|2
, (26.24)

and a calculation that will not be reproduced here gives for the integral −2π2|Λ|2/|x|2, so
we obtain

Ĩ(x) = −|x|
2Λ2

32π3
. (26.25)

The operator product expansion (OPE)
In general, when 2 composite operators O1(x) and O2(0) go to a point, we can create

disturbances (perturbations) in the vicinity of the operators, with divergent coefficients.
So the result is described in terms of local operators, times divergent coefficient functions.
Under this procedure, there is a complete (closed) set of operators {Ok}, consistent with
the symmetries. The singularity at x → 0 translates into a singularity in the coefficient
functions. Therefore we have

O1(x)O2(0)→
∑
n

C12
n(x)On(0). (26.26)

By translational invariance, the rhs can only depend on the difference in the positions of the
two operators, so being a bit more general we can write

Oi(x)Oj(y)→
∑
k

Cij
k(x− y)Ok(y). (26.27)

This is the operator product expansion (OPE). The coefficient functions Cij
k(x − y) are

c-number functions that are singular in the argument going to zero.
Not that the OPE is an operator relation, which means that it must hold on any matrix

element 〈α| |β〉. Dimensional analysis suggests that in a theory with no mass scales (scale
invariant),

Cij
k(x− y)→ 1

|x− y|∆i+∆j−∆k
. (26.28)

That means that, as an approximation, we can only consider the operator Ok of lowest
dimension ∆k, which will have the coefficient Cij

k of the highest singularity in |x− y|, when
considering this as an expansion in |x−y|. That makes the OPE very useful for calculations.
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The OPE is valid in all Green’s functions, so for instance

Gij(x; y; z1, ..., zm) = 〈Oi(x)Oj(y)φ(z1)...φ(zm)〉 =
∑
k

Cij
k(x− y)〈Ok(y)φ(z1)...φ(zm)〉.

(26.29)
That means that we can reduce the Green’s functions to lower ones, and the dependence on
the absorbed point, x, is now in the coefficient functions only.

In turn, that means that knowing all the OPEs solves the theory in terms of Oj(x)’s,
since we can reduce succesively the number of operators in the Green’s function,

〈Oi(x)Oj(y)Ol(z)...Op(w)〉 =
∑
k

Cij
k(x− y)〈Ok(y)Ol(z)...Op(w)〉

=
∑
km

Cij
k(x− y)Ckl

m(y − z)〈Om(z)...Op(w)〉 = ...

=
∑
k,m,...

Cij
k(x− y)Ckl

m(y − z)...Cqp
r(t− w)〈Or(w)∠.(26.30)

Then, if we have the 2-point function normalized as

〈Oq(x)Op(y)〉 =
Cδqp

|x− y|2∆q
, (26.31)

so that in particular

〈Or(w)〉 = δr1 ⇒ Cqp
r(t− w)〈Or(w)〉 = Cqp

r(t− w)〈1〉 =
Cδqp

|t− w|2∆q
, (26.32)

so we solve completely the Green’s function.
QCD example
The example of OPE we are intersted in is in QCD. In particular, the currents Jµ(x)Jν(y)

must have an OPE that has a maximal contribution from the quark current q̄γµq. On
the other hand, one can prove that we must expand them in the operators in irreducible
representations (irreps) of the Lorentz group. That leads to the basis of gauge invariant
operators for the OPE (note that we use Dµ instead of ∂µ for gauge invariance)

O(n)µ1...µn
f = q̄fγ

{µ1Dµ2 ...Dµn}qf − traces. (26.33)

Here f stands as usual for flavor (the type of quark). These operators start with q̄γµq for
n = 1, have dimension n + 2 (since there are n − 1 Dµ’s, each with dimension 1, and two
quark fields, each with dimension 3/2), and spin (i.e. Lorentz irrep) n, since there are n
vector indices symmetrized and with the traces subtracted.

Then in momentum space, the OPE of the currents is written as

i

∫
d4xeiq·xJµ(x)Jν(0) =

∑
f

Q2
f

[∑
n≥2

(2qµ1)...(2qµn−2)

(Q2)n−1
O(n)µνµ1...µn−2

f
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−gµν
∑
n≥2

(2qµ1)...(2qµn)

(Q2)n
O(n)µ1...µn
f

]
+ ... (26.34)

In x space, it becomes

T [Jµ(x)Jν(0)] ∼
∑
n≥2

Cn
xµ1 ...xµn−2

|x|2
O(n)µνµ1...µn−2

f (0) + gµν
∑
n≥2

C̃n
xµ1 ...xµn

(|x|2)2
O(n)µ1...µn
f (0) + ... ,

(26.35)
where Cn and C̃n are fixed numerical coefficients.

For µ = ν and summed over, we get a simpler expression,

T [Jµ(x)Jµ(0)] =
∑
n

hn
xµ1 ...xµn

(|x|2)2
O(n)µ1...µn
f (0) , (26.36)

where hn = hn(x, µ2, αs(µ
2)) is a dimensionless function.

Note then that we have 2 types of OPE expansions.
-the standard one, a short distance expansion, in |x|, in which we can keep only the

operator O(n) of lowest dimension.
-but we can also have a lightcone expansion, obtained by considering that the expansion

is in |x|2 around |x|2 = 0 viewed as a lightcone (with xµ finite), in which case the relevant

dimension for the expansion is not the dimension of O(n)µ1...µn
f , but rather the dimension of

the full object in the numerator, i.e. the dimension of xµ1 ...xµnO(n)µ1...µn , equal to

dim[O(n)]− n = dim[O(n)]− spin[O] ≡ twist[O(n)]. (26.37)

Here the twist T = ∆−S. Then, in this expansion, we keep only the leading twist operators.
But now that there is operator mixing, O(n)µ1...µn

f mixing with

O(n)µ1...µn
g = F {µ1νDµ2 ...Dµn−1F µn}

ν − traces. (26.38)

Indeed, these operators have also dimension n+ 2, since there are n− 2 D’s, and 2 F ’s, each
with dimension 2. They also have spin n, since there are n vector indices symmetrized and
with the traces subtracted.

That means that in the OPEs, the Og’s also appear, same as the Of ’s. The mixing of
the two operators is done through diagrams where the two quarks in the Of emit quark and
antiquark propagators, that join, by emitting two gluons from the quark line, that end on
the two gluons in the Og operators, as in Fig.72.

Important concepts to remember

• Composite operators needs additional renormalization, besides the one in the La-
grangean, because of extra divergences when fields come at the same point.

• Since there is also operator mixing between operators of like charges, we have in general
a renormalization matrix, On[{φi}, g...] =

∑
m Zn

mOren[{Zjφren
j }, Zgg, ...].
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Figure 72: Operator mixing diagram in QCD.

• We also have an anomalous dimension matrix, Γij = (Z · d/∂ log ΛZ)ij.

• Conserved currents do not renormalize.

• When two composite operators go to the same point, we have an expansion in terms of
other operators, with divergent c-number coefficient functions, Oi(x)Oj(y)→

∑
k Cij

k(x−
y)Ok(y), called the operator product expansion, or OPE.

• Knowing the full OPE is equivalent to solving the theory in terms of the Oi’s, since it
allos us to calculate the Green’s functions.

• We neeed to consider operators with both dimension and spin, and then we can have
either a short distance expansion (usual OPE), staring with operators of minimal
dimension, or a lightcone expansion, for x2 → 0, but with xµ finite, starting with
operators of leading twist T = ∆− S.

Further reading: See chapter 18.1,18.3 and 18.5 in [3], chapter 11.2 and 14.5 in [3] and
chapter 20 in Weinberg vol.II.
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Exercises, Lecture 26

1) Prove that

J (x) =
|x|4

(4π2)2

∫
d4y

y4|x− y|4
∼ 1

4π2
log(|x|Λ) + finite. (26.39)

2) Consider a set of operators Oi, complete under the OPE, and consider their OPEs.
Calculate the 4-point functions of the theory.

3) Consider N = 4 SYM, with field content: gauge fields Aaµ, spinors ψaIα, scalars Xa
IJ ,

where a is an index in the adjoint of SU(N), I, J = 1, ..., 4 are fundamental indices of a
global SU(4). What are the set of leading twist, gauge invariant, composite (n ≥ 2 fields)
operators?
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27 Lecture 27. The Wilsonian effective action, effec-

tive field theory and applications.

In this lecture, we will describe a new view on the process of renormalization, one that will
be continued in the next lecture. Through the Wilsonian effective action, we will define
effective field theory, and see how to apply it.

In the real world, we can always test physics only below a maximal energy scale Λ. The
question is then, can we hide our ignorance about the high energy in a consistent framework?
The answer turns out to be yes, by defining the Wilsonian effective action, and through it,
effective field theory.

The Wilsonian effective action.
The Wilsonian effective action is obtained in the simplest way, namely by integrating out

the degrees of freedom with momenta |k| > Λ, in order to hide our ignorance about it.
φ4 theory in Euclidean space
We will describe the formalism on the simplest nontrivial theory, φ4 in Euclidean 4

dimensions. The (classical) action is

SE =

∫
d4x

[
1

2
(∂µφ)2 +

m2

2
φ2 +

λ

4!
φ4

]
, (27.1)

and the partition function is

Z[J ] =

∫
Dφe−S+

∫
d4xJ(x)φ(x). (27.2)

But since we want to integrate over momenta |k| > Λ, we must go to momentum space,
where

SE =
1

2

∫
d4k

(2π)4
φ̃(−k)(k2 +m2)φ̃(k) +

λ

4!

∫
d4k1

(2π)4
...
d4k4

(2π)4
φ̃(k1)...φ̃(k4)(2π)4δ4(k1 + ...+ k4).

(27.3)
We introduce an UV cut-off Λ. Since we want to say that we cannot access energies

higher than Λ by experiments, we impose that sources are zero for these momenta, J = 0
for |k| > Λ. Then

Z[J ] =

∫
Dφ|k|<Λe

−Seff (φ;Λ)+
∫
J ·φ , (27.4)

where

e−Seff (φ;Λ) =

∫
Dφ|k|>Λe

−SE [φ]. (27.5)

Here Seff is called the Wilsonian effective action. The Wilsonian effective Lagrangean
will be then (after doing the integral)

Leff =
1

2
(∂µφ)2 +

m2

2
φ2 +

λ

4!
φ4 +

∑
∆≥6

∑
i

c∆,iO∆,i. (27.6)
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Here O∆,i are all higher dimension operators (dimension higher than 4, but since the classical
Lagrangean has only even powers of φ, so should the quantum action, so the next dimension
is 6), organized by their dimension ∆ and for given dimension by an index i.

However, in the above action, φ has now only momenta smaller than Λ, i.e.

φ(x) =

∫ Λ d4k

(2π)4
eik·xφ̃(k). (27.7)

But in reality, we have the renormalized Lagrangean,

Lren =
1

2
Zφ(∂µφ)2 +

Zmm
2
ph

2
φ2 +

Zλλph
4!

φ4. (27.8)

Here λph is defined as the 1PI vertex a pµ = 0.
Then we have for the Wilsonian effective Lagrangean really

Leff =
1

2
Z(Λ)(∂µφ)2 +

m2(Λ)

2
φ2 +

λ(Λ)

4!
φ4 +

∑
∆≥6

∑
i

c∆,iO∆,i. (27.9)

Here all coefficients are finite functions of Λ, since the correlation functions of renormalized
fields, calculated by δ/δJ(x) from it, are finite.

Calculation of c∆,i.
We now proceed to calculate explicitly c∆,i for the operators O2n,1 ≡ φ2n at one-loop.

n1

2

Figure 73: One loop diagram for the effective potential in the Wilson approach.

The unique one-loop diagram with 2n external lines is composed of a loop with n vertices
on it, out of each having 2 external legs. Then in the external lines we have momenta |k| < Λ,
but on the internal lines we integrate over |k| > Λ.

The symmetry factor for the diagram is

S = 2n2× n , (27.10)

since there is a symmetry factor of 2 for the interchange of the 2 lines at each vertex, giving
a total factor of 2n, plus a rotation symmetry which means that we need to define where
the vertex 1 is, giving a factor of n, plus a reflection symmetry giving another factor of 2.
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There is also a (2n)! factor for the ways to asign the momenta p1, ..., pn to the external lines
(permuting them).

The Feynman diagram is then identified with the effective vertex coming out as a Feyn-
man rule out of c2n,1O2n,1 in the Lagrangean, i.e. −c2n,1(2n)!, so we have

−c2n,1(2n)! =
(2n)!

2n2n
(−λph)n

∫ ∞
Λ

d4k

(2π)4

1

(k2 +m2
ph)

n
+O(λn+1

ph ). (27.11)

Then for 2n ≥ 6, the integral is convergent, and is∫ ∞
Λ

d4k

(2π)4

1

(k2 +m2)n
' 2π2

(2π)4

∫ ∞
Λ

k3dk

k2n
=

1

8π2

1

(2n− 4)Λ2n−4
, (27.12)

where in the equality we have used the fact that m2 � Λ2, so we get for the coefficients at
one-loop

c2n,1(Λ) = − 1

32π2

(−λph/2)n

n(n− 2)Λ2n−4
+O(λn+1

ph ). (27.13)

2n=4
For 2n = 4, i.e. for λ(Λ), we formally have the same integral, just that we need to add

the tree result to the one-loop one, and also now we wrote λ(Λ) instead of c4,14!. Since now
(2n)!/(2n2n) = 4!/(224) = 3/2, we get

−λ(Λ) = −Zλλph +
3

2
(−λph)2

∫ ∞
Λ

d4k

(2π)4

1

(k2 +m2
ph)

2
+O(λ3

ph). (27.14)

This result is UV divergent. However, we note that in the usual renormalization, the renor-
malized vertex at zero momenta, which by definition is λph, is given by

−λph = −V4(0, 0, 0, 0) = −Zλλph +
3

2
(−λph)2

∫ ∞
0

d4k

(2π)4

1

(k2 +m2
ph)

2
+O(λ3

ph). (27.15)

Note that the integration here is over all momenta, from 0 to ∞.
Then the difference of the two is finite,

−λph + λ(Λ) =
3

2
(−λph)2

∫ Λ

0

d4k

(2π)4

1

(k2 +m2
ph)

2
+O(λ3

ph). (27.16)

The integral is∫ Λ

0

d4k

(2π)4

1

(k2 +m2
ph)

2
=

1

16π2

∫ Λ2

0

k2dk2

(k2 +m2
ph)

2
=

1

16π2

∫ Λ2+m2
ph

m2
ph

(k̃2 −m2
ph)dk̃

2

k̃4

=
1

16π2

(
ln

Λ2 +m2
ph

m2
ph

+
m2
ph

Λ2
− 1

)
' 1

8π2

(
ln

Λ

mph

− 1

2

)
,(27.17)

thus it gives for the coupling

λ(Λ) = λph +
3

16π2
λ2
ph

[
ln

Λ

mph

− 1

2

]
+O(λ3

ph). (27.18)
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2n=2
For 2n = 2, the Feynman diagram is a line with a loop on it, so the integral is independent

of the external momentum p. Since the p-dependent part of the Feynman diagram gives the
wave function renormalization, in our case we have no wave function renormalization at
one-loop, i.e.

Z(Λ) = 1 +O(λ2
ph). (27.19)

But there is a p-independent part, which gives the mass renormalization, so we obtain (again
adding the tree contribution, and since now (2n)!/(2n2n) = 2!/(2 · 2) = 1/2)

−m2(Λ) = −Zmm2
ph +

1

2
(−λph)

∫ ∞
Λ

d4k

(2π)4

1

k2 +m2
ph

+O(λ2
ph). (27.20)

This is quadratically divergent. As before, the full renormalization gives

−m2
ph = −Z2

mm
2
ph +

1

2
(−λph)

∫ ∞
0

d4k

(2π)4

1

k2 +m2
ph

+O(λ2
ph) , (27.21)

but the difference is now finite,

−m2
ph +m2(Λ) =

1

2
(−λph)

∫ Λ

0

d4k

(2π)4

1

k2 +m2
ph

+O(λ2
ph). (27.22)

The integral gives∫ Λ

0

d4k

(2π)4

1

k2 +m2
ph

=
1

16π2

∫ Λ2+m2
ph

m2
ph

(k̃2 −m2
ph)dk̃

2

k̃2
=

1

16π2

(
Λ2 −m2

ph ln
Λ2 +m2

ph

m2

)
,

(27.23)
so the mass squared is

m2(Λ) = m2
ph −

λph
32π2

[
Λ2 −m2

ph ln
Λ2

m2
ph

]
+O(λ2

ph). (27.24)

As a final observation, note that the nonrenormalizable operators O∆,i have coefficients
of the order

c∆,i ∼
1

Λ∆−4
, (27.25)

which is highly suppressed for large Λ (energies much smaller than it), so it will not change
too much the physics.

Effective field theory.
We consider now a new set-up, closer to the physical case. In the physical case, the theory

can have a true cut-off, for instance at least the Planck scaler mPlanck can act as such, if not
the susy scale, GUT scale, KK scale, etc. On top of it, we can consider also our arbitrary
(variable) scale Λ below it. At this cut-off scale, the degrees of freedom of the theory change,
and we have a new theory.
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We also assume that when measured in units of the cut-off, the parameters of the theory
at the cut-off scale are small,

λ(Λ0)� 1, m2(Λ0)� Λ2
0, c∆,i(Λ0)� Λ4−∆

0 . (27.26)

So we treat the effective action as a fundamental starting point, rather than assuming a
better definition of the theory in the UV.

Since the coefficients of the higher dimension operators are small, let us assume for the
moment that they actually vanish, i.e.

c∆,i(Λ0) = 0 , (27.27)

and see if that is consistent.
We now integrate over the region between the true cut-off and an arbitrary lower cut-off

Λ, i.e. over Λ < |k| < Λ0.
Then we have at the lower scale

e−Seff [φ;Λ] =

∫
DφΛ<|k|<Λ0e

−Seff (φ;Λ0). (27.28)

Using the formulas already derived for m2(Λ), λ(Λ), c2n,1(Λ), we can calculate the values
at Λ in terms of values at Λ0, and obtain, for Λ not too much less that Λ0, i.e. for Λ = bΛ0,
b . 1,

m2(Λ) = m2(Λ0) +
1

2
λ(Λ0)

∫ Λ0

Λ

d4k

(2π)4

1

k2 +m2(Λ0)
+ ...

λ(Λ) = λ(Λ0)− 3

2
λ2(Λ0)

∫ Λ0

Λ

d4k

(2π)4

1

(k2 +m2(Λ0))2
+ ...

c2n,1(Λ) = −(−1)n

2n2n
λn(Λ0)

∫ Λ0

Λ

d4k

(2π)4

1

(k2 +m2(Λ0))n
+ ... (27.29)

Then, if Λ is not too much less than Λ0 as before, and if also m2(Λ0) � Λ2, we obtain
approximately (using the integrals calculated before)

m2(Λ) = m2(Λ0) +
λ(Λ0)

32π2
(Λ2

0 − Λ2) + ...

λ(Λ) = λ(Λ0)− 3

16π2
λ2(Λ0) ln

Λ0

Λ
+ ...

c2n,1(Λ) = − (−λ(Λ0)/2)n

32π2n(n− 2)

(
1

Λ2n−4
− 1

Λ2n−4
0

)
+ ... (27.30)

We note therefore that Λ0 is not very important for c2n,1, its effect being very small,
which is why it was consistent to consider c2n,1(Λ0) = 0, whereas it is very important for m2,
so arranging for m2(Λ)� Λ2 is a fine-tuning problem that is not natural.

We also note that we can now define the beta function as usual and calculate it at
one-loop from the above λ(Λ) as

β(λ) =
dλ

d ln Λ
=

3

16π2
λ2(Λ) , (27.31)
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as it should be.
In conclusion, the picture of effective field theory is as follows. We define the theory with

a cut-off, and correspondingly with higher dimension operators. Then, we consider lowering
the cut-off by integrating out the intermediate degrees of freedom. When we do that, the
coefficients in the (Wilsonian) effective action change. This leads to a view of renormalization
as a change in cut-off scale that will be developped better in the next lecture, as Kadanoff
blocking, and we will see that it leads to a connection with condensed matter theory.

Nonrenormalizable theories
This picture also leads to a way to deal with nonrenormalizable theories. We can just

regard them as (Wilsonian) effective actions. We impose a cut-off Λ0, in which case the
coefficients of the higher dimension operators are

ci

Λ∆i−4
0

, (27.32)

with ci ≤ 1. We can then use this effective action below the energy scale Λ0 as shown above,
and for energies E � Λ0 the coefficients of the higher dimension operators are really small,
making the theory look almost like a renormalizable one, up to powers of E/Λ0.

Removing the cut-off.
An important question that arises then is, can we remove completely the cut-off Λ0?
If we know an exact beta function, we can integrate

dλ

d ln Λ
= β(λ) (27.33)

to ∫ λ(Λ0)

λ(mph)

dλ

β(λ)
= ln

Λ0

mph

. (27.34)

Then, as Λ0 → ∞, the right hand side goes to infinity, so the left hand side should too. In
that case, it means we can remove Λ0.

But it could happen that it does not go to infinity, but instead it goes to a constant
before that. Indeed, in the case that β(λ) is positive and increases at infinity faster than λ,
we can see that

∫
dλ/β(λ) is finite at infinity, so there must be a maximum Λ, Λmax, given

by

ln
Λmax

mph

=

∫ ∞
λ(mph)

dλ

β(λ)
. (27.35)

For instance, using the one-loop beta function β1 = 3λ2/(16π2), which indeed goes faster
than λ, we find

Λmax = mphe
16π2

3λph . (27.36)

This is the Landau pole that we alreaday explained several times.
On the other hand, if β(λ) > 0, but it goes at infinity slower than λ, we can remove Λ0,

and we have an UV fixed point λ∗.
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Indeed, then for λ→ λ∗, Λ→∞, and∫ λ∗

λ

dλ

β(λ)
→∞. (27.37)

Important concepts to remember

• In the Wilsonian effective action approach, we hide our ignorance about high energy
by integrating over momenta with |k| > Λ.

• In the Wilsonian effective action, we integrate over |k| > Λ and obtain all the higher
dimension operators, with coefficients that go like 1/Λ∆−4, and we use it in quantum
processes with energies smaller than Λ.

• The effective field theory approach is to consider the theory as fundamentally defined
with a cut-off and a Wilsonian effective action, and then lower the cut-off by integrating
over intermediate degrees of freedom, Λ < |k| < Λ0.

• In this way, nonrenormalizable theories are thought of as effective field theories, and
at energies E � Λ0, the effect of the nonrenormalizable operators is very small.

• For β(λ) > 0, if we can remove completely the UV cut-off, we have an UV fixed point,
if not, we have a Landau pole.

Further reading: See chapter 29 in Srednicki and chapter 12.1 in [3].
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Exercises, Lecture 27

1) Consider φ3 theory in d = 6, with

L =
1

2
(∂µφ)2 +

λ

3!
φ3 +

m2

2
φ2. (27.38)

Calculate the coefficients cn,1(Λ) of the On,1 = φn higher dimension operators in Wilson’s
approach, at one-loop.

2) In the same theory, in the effective field theory approach, calculate λ(Λ) from λ(Λ0)
at one-loop (Λ < |k| < Λ0).
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28 Lecture 28. Kadanoff blocking and the renormal-

ization group; connection with condensed matter

In this lecture we will study a way to understand the renormalization group related to the
Wilsonian way from last lecture, by integrating degrees of freedom, just that the way we will
do it is via a discretization, that has a natural relation to condensed matter physics, and in
particular to spin systems.

Field theories as classical spin systems.
Consider a discretization of the scalar Lagrangean

L(φ) =
1

2
(∂µφ)2 + V (φ)(+J · φ) (28.1)

and its path integral, on a (hiper)cubic lattice of size a, via

x→ xn; φ(x)→ φn = φ(xn); Dφ→
∏
n

dφn

∂µφ→
1

a
(φn+µ − φn) , (28.2)

where n+ µ is the nearest neighbour on the lattice (in direction µ) to site n.
Then the discretized action is

S →
∑
n

ad

[
1

a2

∑
µ

1

2
(φn+µ − φn)2 + V (φn) + Jnφn

]
. (28.3)

For the particular case of V (φ) = λφ4/4!, we can rescale as follows to absorb the dependence
on a and put the coupling outside the action:

λ = g−2ad−4

φ′ = ga
d
2
−1φ

J ′ = ga
d
2

+1J. (28.4)

Then the path integral becomes

Z[J ′, g] = N
∫ ∏

n

(g−1dφ′n)e
−S(φ′)

g2 , (28.5)

where the action is

S(φ′, J ′) =
∑
n

[
1

2

∑
µ

(φ′n+µ − φn)2 +
m2a2

2
φ′2 +

φ′4

4!
+ J ′nφ

′
n

]
. (28.6)

This has now the form of a classical spin system. Indeed, for instance a ferromagnet has
the Hamiltonian

H(s, h) = −
∑
n,m

vn,mSn · Sm + h
∑
m

sm , (28.7)
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where the first term is a spin-spin interaction and the second is the interaction of the spins
with an external field h. The partition function is

Z[h, β] =

∫ ∏
n

dsn ρ(sn)e−βH(s,h) , (28.8)

where β = 1/(kBT ) and ρ(sn) is a weight describing the spin. It should depend on s2
n because

of relativistic invariance, and it is naturally exponential, so an effective description for this
measure is given phenomenologically by

ρ(sn) ∝ e−(κs2n+λs4n). (28.9)

The exact form would be given by the microscopic properties of spin.
For a system with only nearest-neighbour interaction, the

∑
n,m in the Hamiltonian turns

into
∑

n

∑
µ, and

−
∑
n,m

vn,msn · sm → K
∑
n

(
∑
µ

(sn+µ − sn)2 − 2ds2
n). (28.10)

The partition function then becomes

Z(K,µ, λ, h) =

∫ ∏
n

dsne
−βH(s;K,µ,λ,h) , (28.11)

where the effective Hamiltonian is

H(s;K,µ, λ, h) =
∑
n

[
K(β)

∑
µ

(sn+µ − sn)2 + µ(β)s2
n + λ(β)s4

n + hsn

]
. (28.12)

This is written in a more general form, but from the above considerations we would have
K(β) = K, µ(β) = K/β − 2dK and λ(β) = λ/β.

As we see, µ(β) is governed by two opposing terms, so can be either positive or negative.
When it is zero µ = µ(βc) = 0, we are at a phase transition.

Indeed, for µ(β) > 0 and no external field h, we have no magnetization, since

〈s〉 =
1

V

∑
n

〈sn〉 = 0 , (28.13)

whereas at µ(β) < 0 and no external field h, the classical minimum of the Hamiltonian is at
sn =

√
−µ/(2λ), so the magnetization is

〈s〉 =
1

V

∑
n

〈sn〉 =

√
−µ
2λ

. (28.14)

Moreover, near β = βc, assuming smoothness of the mass term, we have

µ(β) ' c0(β − βc) , (28.15)
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which then gives
〈s〉 ∼

√
β − βc (28.16)

for β > βc (nonanalytic behaviour).
In general, the magnetization 〈s〉 = 〈s〉(h, β), and is defined by

〈s〉 =
1

V

∑
n

〈sn〉 =
1

V

∑
n

∫ ∏
p

dspe
−βHsn. (28.17)

Then the magnetic susceptibility χ is

χ =
∂〈s〉
∂h

=
1

V

∑
n

∫ ∏
p

dspe
−βHβsn

∑
m

sm , (28.18)

and it can be rewritten as

χ =
1

V

∑
n,m

〈(sn − 〈s〉)(sm − 〈s〉)〉 , (28.19)

so it is given in terms of a 2-point function. The 2-point function at large distances behaves
as

〈(sn − 〈s〉)(sm − 〈s〉)〉 ∼ e−
|xn−xm|
ξ(h,β) (28.20)

for ξ(h, β)� |xn − xm|, where ξ is called the correlation length, whereas at small distances
(but still much larger than the lattice size) it goes as

〈(sn − 〈s〉)(sm − 〈s〉)〉 ∼ |xn − xm|−(d−2+η) , (28.21)

for a� |xn − xm| � ξ(h, β). Here η is called anomalous dimension.
We know that the susceptibility blows up at a phase transition, and we see that this is

due to the 2-point function diverging.
The scaling hypothesis for phase transitions is that all singular behaviour near the phase

transition is due to the divergence of ξ. That is, ξ → ∞ at the phase transition point
implies all the divergences in physical (measurable) quantities. Since ξ → ∞, and this
is the only relevant scale for the phase transition, it means that there are no objects with
dimension at the phase transition, and thus the theory is scale invariant (fixed under a scaling
transformation), and thus all diverging quantities diverge as power laws, not as exponentials
(which would require a scale).

In the quadratic approximation around the minimum of the spin Hamiltonian, we can
calculate (though it is also clear by dimensional analysis, since µ is the only parameter with
dimension, specifically of dimension 2) that

ξ(h, β) ∼ 1√
|µ(h, β)|

, (28.22)

so indeed ξ diverges at the critical point.
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One can define critical exponents, for instance for the susceptibility and the correlation
length,

χ(β) ∼ |β − βc|−γ
ξ(β) ∼ |β − βc|−ν . (28.23)

These critical exponents can only take few values, i.e. there is a certain universality for
them, since a large class is independent of microscopics.

Kadanoff blocking
From now on, since we have formulated the discretized field theory like a spin system,

we will talk about both on the same footing, and consider the Hamiltonian

H =
∑
n

[∑
µ

1

2
(φn+µ − φn)2 + µφ2

n + λφ4
n

]
. (28.24)

We define Kadanoff blocking as follows. We divide the lattice into blocks of size sd, where
s ∈ N, and average over the blocks

φ′n′ = s−d
∑

n∈Bs(n′)

φn , (28.25)

after which we rescale to the original size, by

xs ≡
x

s
. (28.26)

If we measure ξ in lattice units, it has decreased by s,

ξs =
ξ

s
. (28.27)

Since the 2-point correlation function decays as a power law for 1� n� ξ,

〈φnφ0〉 ∼
1

nd−2+η
, (28.28)

it means that we need to rescale φs ≡ sαφ, where

α =
d− 2 + η

2
. (28.29)

This is a sort of wave function renormalization in the quantum field theory sense.
The new Hamiltonian H ′(φ′n) is found by averaging over the blocks, i.e.

e−βH
′[φ′

n′ ] =

∫ ∏
n

dφne
−βH[φ]

∏
n′

δ

φ′n − s−d ∑
n∈Bs(n′)

φn

 . (28.30)
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After blocking, we define the rescaled Hamiltonian by

Hs(φs(xs)) ≡ H ′(φ′(x′)). (28.31)

But this procedure of blocking will generate new terms in the Hamiltonian, for instance

(φn+µ − φn)2φ2
n, (φn+µ − 2φn + φn−µ)2 (28.32)

and others. This is intuitively clear from the Wilsonian picture of effective field theory from
last lecture, which amounted also to blocking, though in momentum space (integrating from
a physical momentum cut-off to a lower, variable, cut-off). Indeed, there we saw that the
quantum averaging over a shell in momentum space naturally leads to all possible terms in
the effective action (all terms allowed by symmetries), with coefficients given by the quantum
averaging. It is left as an exercise to show in a bit more concrete way this statement in our
case.

Then, instead of starting with a specific Hamiltonian in the UV, at the physical cut-off
scale given by a, and integrating over the blocks to get new terms in the Hamiltonian, we can,
like in the Wilsonian effective field theory approach from last lecture, start instead already
from an effective field theory of general type, parametrizing our ignorance about the UV.

That is, start with the Hamiltonian

H(φ) =
∑
α

KαSα(φ) , (28.33)

where Sα(φ) are all possible terms in the Hamiltonian, and Kα are couplings. Then blocking
amounts to just a transformation on the space of coefficients {Kα}, from the original (few)
ones to the final (more) ones.

That is in fact identified with the renormalization group (RG) transformation, since that
was also a scaling transformation, just that in momentum space. Formally, the transforma-
tion TRG(s) acts as

TRG(s) : {Kα} → {(TRG(s)K)α}. (28.34)

Then a fixed point of the renormalization group is one that doesn’t change the couplings,
i.e.

(TRG(s)K)∗α = K∗α (28.35)

for any α. We thus understand the renormalization group as the coarse graining procedure,
i.e. blocking.

We define the critical surface as the set of all points attracted towards the fixed point by
the RG transformation, i.e. the basin of attraction of the fixed point under RG,

(T nRG(s)K)α → K∗α (28.36)

for n→∞.
A fixed point of the RG group is then identified with the critical point, i.e. the phase

transition point, in critical phenomena, since as we saw that is a scale invariant point. Then
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ξ → ∞ there, which means that ξ → ∞ on the critical surface (since as we go towards the
critical point we decrease ξ).

Then it means that the couplings of various materials Kα(β) belonging to the same
critical surface (ξ → ∞ at β → βc) are different, yet they lead to the same long distance
physics, defined by the critical point (since the blocking means going to larger distances,
and so the fixed point is the IR behaviour of the theory). This is the universality that we
mentioned before.

Expansion near a critical point.
Expanding the couplings near the critical point K∗α,

Kα = K∗α + δKα , (28.37)

the RG transformation is

(TRG(s)K)α = K∗α +
∑
α′

Tαα′δKα′ + ... (28.38)

Then considering a basis vaα of eigenfunctions of Tαα′ with eigenvalue λa,∑
α′

Tαα′vaα′ = λavaα , (28.39)

we can expand the coupling variations in it as

δKα =
∑
a

havaα. (28.40)

The Hamiltonian is then written in this basis as (remember that H =
∑

αKαSα)

H = H∗ +
∑
a

hav
a , (28.41)

where H∗ =
∑

αK
∗
αSα and

va =
∑
α

vaαSα. (28.42)

Then the RG transformation acts on the eigenfunctions as vaα → λavaα, thus va → λav
a, so

after n steps

H → H∗ +
∑
a

(λa)
nhav

a. (28.43)

Therefore we can distinguish between:

• λa < 1, which multiplies an irrelevant operator va, since the term is suppressed after a
few steps of the RG transformation. Note that then the RG transformation along the
irrelevant operator takes us towards the fixed point (H → H∗).

• λa > 1, which multiplies a relevant operator va, as the RG transformation amplifies
the effect of the operator. The RG transformation along the relevant operator takes
us away from the fixed point.
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• λ = 1 multiplies a marginal operator. It means we need to consider higher orders in
the perturbation (beyong the linear analysis) to see whether it is actually relevant or
irrelevant. If it remains marginal to all orders, we say it is exactly marginal, and the
RG transformation has no effect on it.

We see then that the critical surface is spanned by irrelevant operators, i.e. irrelevant
deformations of the Hamiltonian.

On the other hand, the relevant deformations of the Hamiltonian take us away from the
fixed point: after a few steps, the RG trajectory is dominated by them, more precisely be
the relevant deformation with the largest λa (the largest relevant deformation), that we will
call λa1 , as we can see from Fig.74.

<1

critical line

fixed 
point

RG trajectory

largest relevant op.

direction1
>1

Figure 74: RG trajectory near fixed point.

Critical exponents (near the fixed point).
We then isolate this largest deformation with λ1, writing

(TRG(s)K)α = K∗α + λa1ha1(β)va1α +
∑
i≥2

λaihai(β)vaiα +O(h2). (28.44)

We also assume that ha1(β) is smooth, and thus can be expanded near the phase transition
as

ha1(β) = (β − βc)hca1
+O((β − βc)2). (28.45)

Then, after a few steps in the RG transformation, we have

(T nRG(s)K)α ' K∗α + λna1
ha1(β)va1α. (28.46)

Since λa1 > 1, we can define a ν > 0 by the equality

λa1 ≡ s1/ν , (28.47)

where s is the blocking size, as before.
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We can moreover define a sequence βn → βc of β’s by the relation

ha1(βn)λna1
= ha1(βn)sn/ν = 1 , (28.48)

which implies

sn ' 1

|(βn − βc)hca1
|ν
. (28.49)

It follows that
(T nRG(s)K)α → K∗α + va1α (28.50)

as n→∞, so we stay fixed away from the fixed point.
On the other hand, the 2-point correlation function goes like

〈φnφ0〉 ∼
1

n2α
, (28.51)

which means that under blocking it transforms as

G(|x|, {Kα}) = s−2αG(|x|/s; {(TRG(s)K)α}) = ... = s−2nαG(|x|/sn; {(T nRG(s)K)α}) ,
(28.52)

but since we stay fixed away from the fixed point as n→∞, there is no nontrivial dependence
on the couplings under scaling. Therefore at n→∞ and for large x, we have

G = G(|x|/sn) , (28.53)

but on the other hand in general we have

G ∼ e−
|x|
ξ . (28.54)

By comparing the two, we see that we need to have

ξ(βn) ∝ sn , (28.55)

i.e.

ξ(β) ∝ 1

|β − βc|ν
. (28.56)

That also means that we have

G(|x|, {Kα(β)}) = ... = ξ−2αG(|x|/ξ(β), {K∗α + va1α}) , (28.57)

where 2α = d− 2 + η, so by Fourier transforming to momentum space we get

G(p, {Kα}) = ξ2−ηG(ξ(p)b, {K∗α + va1α}). (28.58)

The momentum space formulation is understood as the Wilsonian effective action formulation
from last lecture.

Important concepts to remember
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• A discretized scalar field theory can be written as a spin system.

• The two-point function at large distances decays exponentially with a correlation length
and at intermediate distances it decays as a power law with an anomalous dimension.

• The scaling hypothesis states that all divergent behaviour in physical quantities near
a critical point (phase transition) are due to the diverging correlation length.

• The magnetic susceptibility and the correlation length have (semi-)universal critical
exponents.

• Kadanoff blocking is averaging over blocks of size s in each direction. It leads to new
terms in the Hamiltonian.

• Kadanoff blocking can be thought of as a RG transformation on the couplings Kα of a
Hamiltonian with an infinite set of terms.

• The fixed point of the RG corresponds to the critical point of a system (at the phase
transition), and the critical surface is the basin of attraction of the fixed point: various
materials with various Kα all have the same long distance physics.

• Irrelevant operators take us towards the fixed point, and they are suppressed after a
few steps, while relevant operators take us away from the fixed point, and after a few
steps the largest irrelevant operator (of largest eigenvalue) dominates.

Further reading: See chapter 9.2 and 9.3 in [5].
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Exercises, Lecture 28

1) Consider the discrete model with Hamiltonian

H =
J∑
j=1

a†jaj + aja
†
j

2
+

2λ

(2π)2

J∑
j=1

(φj − φj+1)2. (28.59)

Write down the continuum version for it, find H and then the relativistic Lagrangean, and
calculate the length L of the continuum system.

2) Show that by Kadanoff blocking on

H =
∑
n

[∑
µ

1

2
(φn+µ − φn)2 + µφ2

n + λφ4
n

]
(28.60)

we generate terms like

(φn+µ − φn)2φ2
n, (φn+µ − 2φn + φn−µ)2 (28.61)

and others.
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29 Lecture 29. Lattice field theory

In this lecture we will see that we can define a discretization of the field theory in a consistent
way, such that we recover the continuum theory in a certain limit.

It is important to put field theories on the lattice, since then we can calculate non-
perturbative quantities from computer simulations (Monte Carlo calculations for the path
integral).

We will first consider the continuum limit, related to the Kadanoff blocking from last
lecture.

Continuum limit
An important result is that the critical point is independent of the particular RG proce-

dure considered (the representation of the RG group; before, Kadanoff blocking).
We had described everything in terms of lattice units, but in order to define physical

quantities we need to multiply by the lattice spacing a,

ξph = ξla; xph = xla; pph =
pl
a
, (29.1)

where ξl, xl, pl are in lattice units.
We need to keep ξph fixed, but we now change the lattice spacing a by a → a/s under

the RG action, thus taking a→ 0 in the limit instead of β → βc (βn → βn+1, ...). A physical
mass will be mph = 1/ξph, and will be fixed as a→ 0.

To define continuum correlation functions, we need to make a wave function renormal-
ization according to

Gcont(pph,mph) = a−ηG(pl; {Kα(a)})|a→0 , (29.2)

where η is the anomalous dimension, and it appears since G ∼ 1/|x|∆class+η and the extra
dependence must be compensated.

Gaussian fixed point
Under the RG transformation x → x/s, since the engineering (classical) dimension of a

scalar field is (d− 2)/2, we have

φs(x/s) ' s
d−2

2 φ(x). (29.3)

Then, for a coupling

Kn

∫
ddxφn(x) , (29.4)

the coupling Kn transforms approximately as

Kn → s−dnKn , (29.5)

where

dn = [Kn] = −d− 2

2
n+ d (29.6)

is the engineering (classical) dimension of Kn.
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That in turn means that the eigenvalue of the RG operator TRG(s) is

λn = s−dn . (29.7)

We deduce then that near the Gaussian fixed point φ = 0,

• relevant operators, with λn > 1, have dn = [Kn] < 0, so make the theory super-
renormalizable.

• marginal operators, with λn = 1, have dn = [Kn] = 0, so make the theory renormaliz-
able.

• irrelevant operators, with λn < 1, have dn = [Kn] > 0, so make the theory non-
renormalizable.

In particular, λ
∫
φ4 has [λ] = 0, so is marginal, which means that we need to go to higher

orders to see whether it is relevant, irrelevant, or exactly marginal.
Then relevant (super-renormalizable) operators are found to be UV asymptotically free,

and irrelevant(non-renormalizable) operators are IR asymptotically free. For the latter, at
the gaussian fixed point, when we take the bare coupling to zero in the IR, the renormalized
coupling goes to zero even faster, so it seems impossible to define a nontrivial theory (with
nonzero physical coupling on large scales). λφ4 and QED are of this type, which has generated
a debate on whether these theories make sense non-perturbatively (we can define the theory
order by order, but what it means non-perturbatively it is not clear). One possibility is that
there are other fixed points, where one could define the theory.

For UV asymptotically free theories on the other hand, there is no problem, since we can
keep fixed the renormalized coupling at the fixed point (in the IR), and obtain a nontrivial
interacting theory.

Beta function
The general RG procedure allows us to define the beta function in an alternative way.

By rescaling the correlation length by s,

ξ(g′2) = sξ(g2) , (29.8)

the couplings are changed in general, so

g′2 = g2 −∆g2. (29.9)

But we want the long distance physics to be unmodified by this rescaling procedure, so we
need to rescale also a,

a(g′2) =
1

s
a(g2) , (29.10)

which defines a(g2) or reversely g(a).
Then, after n → ∞ blocking steps, we should be on the same RG trajectory, since that

defines the long distance physics, so the different blockings create various dotted lines that
converge to the RG line, see Fig.75.
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other couplings

RG trajectory

2g

Figure 75: Kadanoff blocking near the RG trajectory.

This procedure allows us to define an alternative way to define the beta function, by

β(g) = −a d
da
g(a). (29.11)

Note that this definition is not identical to the usual one, however one can prove that the
first two coefficients in the expansion of β(g) are the same, and of course the fixed points
are the same (since the asymptotic RG trajectory is the same).

Lattice gauge theory
We finally come to the issue of interest, namely how to put a gauge theory on the lattice.

This is of interest, since QCD is a nonperturbative gauge theory in the IR, so it is hard to
calculate anything at low energies, other than on the lattice.

Consider a gauge group G, so because of the local gauge invariance with Gx, we can say
that we have a total group

Gtotal =
∏
x∈Rd

Gx. (29.12)

We saw that we can define an observable called the Wilson loop,

ŨC = TrP exp

[
i

∮
C

Aµdx
µ

]
, (29.13)

where Aµ = AaµTa and the contour C is parametrized by t ∈ [0, 1] as C(t) : t → xµ(t). It is
the trace of a Wilson line UC for a closed contour C, where UC satisfies composition, i.e.

UC = UCnUCn−1 ...UC1 , (29.14)

and where

UC(t) = lim
n→∞

n∏
k=0

eidx
µ
kAµ(xk) , (29.15)

and xk ∈ dxk. We also saw that the Wilson line UC transforms covariantly, but with different
endpoints on the left and right, i.e.

UC(t)→ V (x(t))UC(t)V (x(0)) , (29.16)
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for
Aµ → V (x)Aµ(x)V (x)−1 − i∂µV (x)V −1. (29.17)

In the abelian case, we saw that can use Stokes’s theorem to write

ei
∮
C Aµdx

µ

= e
i
2
Fµνdaµν , (29.18)

where daµν is the (infinitesimal) surface bounded by the (infinitesimal) contour C.
In the nonabelian case, we have corrections in the exponent,

Pei
∮
C Aµdx

µ

= e
i
2
Fµνdaµν+O(da2). (29.19)

By taking the trace and then the real part, and expanding the exponential, we obtain

Re TrPei
∮
C Aµdx

µ

= Tr I − 1

8
Tr(Fµνdaµν)

2 +O(da3
µν). (29.20)

We are finally ready to define the gauge theory on the lattice. On a lattice, we have sites
i and links (ij) connecting them, on which naturally one can define an orientation. Then
it is natural to associate an element of G to each oriented link, Uij ∈ G, which then has
the properties of a Wilson line. Indeed, reversing the orientation and composing the two
elements we should get back to the identity, so we should have

Uji = U−1
ij . (29.21)

Moreover, the gauge transformation of Uij is the same as for the Wilson line, namely

Uij → U
(V )
ij = ViUijV

−1
j . (29.22)

Then it is also natural to define along a connected path C on the links the analog of a long
Wilson line by composition,

UC = U(inin−1)U(in−1in−2)...U(i3i2)U(i2i1) , (29.23)

and then again ŨC = TrUC for a closed path is gauge invariant.
Note that now the total gauge group is

Gtotal =
∏
i∈aZd

Gi. (29.24)

We associate the link variable Uij with the elementary Wilson line (for the link), which
now can be written as an object on the link as

Uij ↔ Pei
∫ 1
0 dxµ(t)Aµ(x(t))+O(a2) , (29.25)

where the path xµ(t) has to be between xµ(i) and xµ(j), so

xµ(t) = txµ(j) + (1− t)xµ(i) , (29.26)
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and the point at which we define the object on the link is the midpoint,

xµ =
xµ(i) + xµ(j)

2
. (29.27)

The smallest nontrivial closed loop is called a ”plaquette”, and is a square with nearest
neighbour vertices, p = (ijkl), with area a2. Then from (29.20), we have for the plaquette p
loop

Tr I − Re TrUp =
1

2
a4 TrF 2

µ(p)ν(p) +O(a6) , (29.28)

where the plaquette square is in the directions µ(p) and ν(p).
Then we can define from the above the Yang-Mills action for the plaquette (TrF 2

µν/4),
and then sum over plaquettes, to obtain the Wilson action for the gauge theory on the
lattice,

SW [U ] = βG
∑
p

(
1− 1

NG

Re TrUp

)
, (29.29)

(note that we have absorbed a factor of NG = Tr I in the definition of the coupling βG)
which goes over in the continuum limit to

1

g2
0

∫
ddx

1

4
TrF 2

µν , (29.30)

up to terms of order a2 that vanish, provided we identify

βGa
4−d =

2NG

g2
0

. (29.31)

Here g0 is the bare coupling constant in YM, and we have used
∫
ddx

∑
µν = ad

∑
p.

Note that the Wilson action is by no means unique, there are various actions that give
rise to the same continuum limit, but the Wilson action is the simplest, so it is the one used
by (almost) everyone.

Now that we have defined the lattice action, to formulate the gauge theory on the lattice
we only lack a definition of the path integral measure.

The measure for integration is the unique measure dU for integration over the group that
is invariant under both left and right group multiplication, i.e. U → UU0 and U → U0U ,
called the Haar measure. It also has the property that if U is close to the identity, i.e.
U = exp(iaA), then

dU =

NG∏
i=1

dAai (1 +O(a)). (29.32)

Therefore the partition function on the lattice is

Z[βG] =

∫ ∏
l∈(ij) links

dUle
−SW [U ]. (29.33)

Continuum limit
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The naive continuum limit of the lattice YM action would be βG → ∞ (or equivalently
g0 → 0), since βG is the coupling of the lattice action, and by taking it to infinity we have a
small fluctuation around TrUp = 1.

But rather we need to do it as at the beginning of the lecture, by taking a → 0 while
fixing some physical length ξ. Then we have a RGE-like equation,

a
dξ

da
≡
(
a
∂

∂a
− β(g0)

∂

∂g0

)
ξ(a, g0) = 0. (29.34)

Here as before

β(g0) ≡ −a ∂
∂a
g0. (29.35)

The solution of the RGE-like equation above is

ξ(a, g0) = a exp

∫ g0

0

dg

β(g)
, (29.36)

like we can easily check. This means that a divergent correlation length (and thus a fixed
point) corresponds to β = 0, as it should.

In a perturbative expansion,

β(g) = −β0g
3 − β1g

5 +O(g7) , (29.37)

and for G = SU(N), we have

β0 =
11

3

N

16π2
; β1 =

34

3

N2

16π2
, (29.38)

leading to the solution for ξ of

ξ = a · (β0g
2
0)β1/2β0 exp

(
1

2β0g2
0

)
. (29.39)

Then for fixed ξ as a→ 0, this defines as g0 → 0⇒ βG →∞, a(g0), i.e. a(βG).
For a physical mass m(βG) that implies a continuum limit mass scale (for something

like a glueball), m(βG)ξ(βG) is finite as βG → ∞ if a = 1 (in lattice units) (since then the
expression for ξ(a, g0) reduces to ξ(βG)).

Adding matter.
Up to now we have seen how to describe pure YM. But for physical applications, we want

to also have matter in the theory. For instance, for QCD we would need to have quarks.
But unfortunately, it is difficult to put chiral fermions on the lattice while keeping the chiral
symmetry. There is no perfect way to deal with chiral fermions.

So instead we will show how to put scalars on the lattice, having in mind the application
to the electroweak theory, so the scalars representing the Higgs. Then the scalars φ(x) are
in the fundamental representation of the gauge group.

For a scalar φ(x) defined at sites i, we have now the variables φi. The gauge invariance
of the scalars is

φ(x)→ V (x)φ(x) , (29.40)
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so to obtain a gauge invariant observable we must form the composite object from two scalars
and a Wilson line

φ†(y)P ei
∫
C:x→y Aµdx

µ

φ(x). (29.41)

This object is easily discretized to the lattice object

φ†iUijφj. (29.42)

Next, we want to write an action, so we need to write a discrete version of the derivative,
easily seen to be

∂µφ(x)→ φj+µ − φj. (29.43)

But we actually need the covariant derivative Dµφ, and since U = eiaA ' 1 + iaA, we have

Dµφ(x)→ φj+µ − Uj+µ,jφj. (29.44)

Then the kinetic term of the scalar is

|Dµφ|2 =
∑
j,µ

(φj+µ − Uj+µ,jφj)2 = 2
∑
j

φ2
j − 2

∑
(ij) links

φiUijφj , (29.45)

where (ij) are links (between nearest neighbours).
In the gauge-Higgs action we need to add a mass term and a φ4 term with independent

coefficients besides the Wilson action for the gauge fields, for a total action

S[φ, U ] = −κ
∑
(ij)

Reφ†iUijφj + µ
∑
i

φ†iφi + λ
∑
i

(φ†iφi)
2 + βG

∑
p

Re TrUp. (29.46)

Important concepts to remember

• To take the continuum limit, we take a→ 0, while keeping physical scales like ξph = ξla
fixed.

• At the gaussian fixed point, relevant interactions are super-renormalizable, marginal
are renormalizable and irrelevant are non-renormalizable.

• Irrelevant operators at the gaussian fixed point could lead to a trivial theory (free on
physical scales): QED and φ4 are in this class.

• We can vary ξ(g) by ξ(g′2) = sξ(g2), leading to a(g2) for an invariant long distance
physics, for a(g′2) = a(g2)/s, leading to a new definition of the beta function, as
−a dg(a)/da.

• In lattice gauge theory, the variables are the links Uij ∈ G, acting as infinitesimal
Wilson lines. The Wilson action for lattice gauge theory is written in terms of them.
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• The measure on the discrete path integral is the Haar measure dU , invariant under left
and right multiplications, U → UU0 and U → U0U .

• In the continuum limit, we keep physical lengths fixed, obtaining RGE-like equations
from a dξ/da = 0.

• Fundamental scalars φ can be added, with covariant derivative Dµφ→ φj+µ−Uj+µ,jφj.

Further reading: See chapter 9.5 in [5].
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Exercises, Lecture 29

1) Calculate the number of sites, links and plaquettes for a symmetric hypercubic lattice
with periodic boundary conditions.

2) Derive the lattice version of the Yang-Mills equations (equations of motion of Yang-
Mills, or nonabelian Maxwell’s equations).
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30 Lecture 30. The Higgs mechanism

The subject of this lecture is spontaneous symmetry breaking, which is the situation when
a theory is invariant under some local (gauge) symmetry, but the vacuum breaks it, i.e. the
vacuum is not invariant under the symmetry. In this case, gauge fields become massive by the
Higgs mechanism, and they ”eat” a scalar degree of freedom along the symmetry direction
in order to become massive. This works out, because a massive vector in 4 dimensions has 3
degrees of freedom, while a gauge field (massless vector) has 2, the difference being supplied
by the eaten scalar.

Abelian case
We start with the simplest version of the mechanism, in the abelian case, that will be

called ”Abelian-Higgs”, even though there this case is mostly relevant for superconductivity,
and not for particle physics.

The Lagrangean for a complex scalar coupled to a gauge field is

L = −1

4
F 2
µν − |Dµφ|2 − V (|φ|) , (30.1)

where Dµ = ∂µ − ieAµ. The gauge invariance is

φ(x) → eiα(x)φ(x)

Aµ(x) → Aµ(x) +
1

e
∂µα(x). (30.2)

We choose the most general analytic, gauge invariant, renormalizable potential with a sym-
metry breaking term,

V = −µ2φ∗φ+
λ

2
(φ∗φ)2 , (30.3)

or rather, by adding a constant (that is irrelevant as long as the model is not coupled to
gravity)

V =
λ

2

(
|φ|2 − µ2

λ

)2

. (30.4)

Indeed, a renormalizable potential must have powers less or equal to 4, and a gauge invariant
and analytic potential implies only 2nd and 4th powers. We must have µ2 = −m2 > 0 for
symmetry breaking to occur. Then there is a VEV for φ and the U(1) is spontaneously
broken, giving a vacuum

〈φ〉 = φ0 ≡
√
µ2

λ
. (30.5)

The various vacua are φ = φ0e
iθ0 , with the arbitrary phase θ0 parametrizing the vacuum.

Without loss of generality, we can set the particular vacuum we are in to be real as above,
by a gauge transformation. The potential is called the ”Mexican hat potential” due to its
shape. Spontaneous symmetry breaking means that, starting at φ = 0, a small fluctuation
will lead us to a random direction, choosing some particular vacuum among the continuum
of vacua, and thus breaking the invariance.

295



Expanding around this vacuum, we obtain

φ(x) = φ0 +
φ1(x) + iφ2(x)√

2
, (30.6)

and the potential is

V (φ) =
1

2
2µ2φ2

1 +O(φ3
1). (30.7)

That means that φ1 has mass m =
√

2µ and φ2 is massless and is the so-called ”Goldstone
boson”. It is a theorem that will be proved next lecture that for every symmetry that is
spontaneously broken there is an associated massless scalar called a Goldstone boson.

Expanding the scalar kinetic term, we get

|Dµφ|2 =
1

2
(∂µφ1)2 +

1

2
(∂µφ2)2 +

e2µ2

λ
AµA

µ −
√

2eφ0Aµ∂
µφ2 + ... (30.8)

The third term in this expansion gives a mass term for the vector, with

m2
A = 2e2φ2

0 , (30.9)

while the last term gives a mixing between the vector Aµ and the Goldstone boson φ2. We
can of course redefine the fields such as to get rid of this term, and in the process get rid of
φ2, and we will do so shortly, but before let’s keep it and see that the resulting theory after
the expansion still is OK quantum mechanically.

(b)

(a)

k

=

+

Figure 76: (a) Mixing term between the scalar and a gauge field. (b) The sum of the two
diagrams with mixing gives the 1PI 2-point function, which is correctly transverse.

Consider the mixing term between the scalar of momentum k and a gauge field with
index µ. The Feynman rule for it is

i
√

2eφ0(−ikµ) = mAk
µ. (30.10)

Considering now the modification to the photon propagator, it comes from the vector mass
term, and the diagram with a mixing to scalar, scalar propagation, followed by scalar mixing
again. The sum of these two Feynman diagrams gives then

−im2
Agµν + (mAk

µ)
−i
k2

(−mAk
ν) = −im2

A

(
gµν −

kµkν
k2

)
, (30.11)
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which is transverse, as it should be.
Unitary gauge
The unitary, or physical gauge, is the gauge where we choose a local gauge transformation

α(x) such as to get rid of the scalar degree of freedom in the U(1) direction, i.e. we put
φ2 = 0, φ real. Then the Lagrangean becomes

L = −1

4
F 2
µν − (∂µφ)2 − e2φ2AµA

µ − V (φ). (30.12)

The Higgs mechanism means a mass for the gauge boson by ”eating” the Goldstone
boson. We can see this mechanism explicitly in the parametrization for the scalar

φ = |φ|eiθ. (30.13)

Then the covariant derivative of the scalar is

Dµφ = eiθ(∂µ|φ|+ i∂µθ|φ| − ieAµ|φ|). (30.14)

By choosing the vacuum 〈|φ|〉 = φ0 = µ2/λ, θ0 = 0 and expanding around it as

|φ| = µ2

λ
+
δ|φ|√

2
, (30.15)

the θ degree of freedom is removed by the redefinition

Aµ → Aµ = A′µ +
1

e
∂µθ , (30.16)

which leaves the field strength invariant, F ′µν = Fµν . Then after the redefinition, the scalar
kinetic term is

|Dµφ|2 = (∂µ|φ|)2 + e2A′µA
′µ|φ|2 , (30.17)

and the Lagrangean is

L = −1

4
F ′µν

2 − (∂µ|φ|)2 − e2A′µ
2|φ|2 − V (|φ|)

' −1

4
F ′µν

2 − (∂µδ|φ|)2

2
− e2µ2

λ
A′µ

2
. (30.18)

We see that we have removed the angle θ degree of freedom in φ = |φ|eiθ, which is the
Goldstone boson (massless degree of freedom, since V = V (|φ|)).

An important historical note is that the ”Higgs mechanism” was discovered jointly by
Higgs, Kibble, Guralnik, Hagen, Englert and Brout. In fact however, they explored the
model, and generalized to nonabelian gauge theory, but before them the abelian model had
been used in condensed matter to describe supeconductivity, specifically the Meissner ef-
fect, understood as the phenomenon of the photon becoming massive due to spontaneous
symmetry breaking, and thus penetrating only a distance of O(1/mphoton) inside the super-
conductor.
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Gauge symmetry
What happened to the gauge symmetry that was present in the theory before the Higgs-

ing? Before the Higgsing, the invariance was

δAµ = ∂µα
δφ = |φ|eiθ+ieα − |φ|eiθ ⇒ δθ = eα , (30.19)

and expanding around the vacuum does nothing to the symmetry, but the redefinition does.
After the redefinition, we have

δA′µ = δ

(
Aµ −

1

e
∂µθ

)
= 0

δ|φ| = 0. (30.20)

So the gauge invariance is simply lost (nothing happens under it), but only after the redefi-
nition.

Note that, while it is also common to call φ ”the Higgs”, actually the real scalar |φ| (or
φ1) has mass m =

√
2µ, and deseves the name ”the Higgs”, since it is the massive boson

associated with the Higgs particle.
Note that in the scalar kinetic term expansion we have a term

e2
√

2φ1φ0AµA
µ =
√

2e2φ0φ1A
′
µA
′µ + ... , (30.21)

which leads to a vertex for 2 gluons to join and emit a Higgs, of form

√
2e2φ0δµν . (30.22)

Nonabelian case
We consider now a nonabelian gauge group G, such that the gauge transformation is

φi → (e−iα
ata)ijφj = (eα

aTa)ijφj , (30.23)

where we have written the transformation with Hermitian and anti-Hermitian generators.
The covariant derivative is

Dµφi = (∂µ − igAaµta)ijφj = (∂µ + gAaµTa)ijφj. (30.24)

Therefore the kinetic term for the scalar is

1

2
(Dµφi)

2 =
1

2
(∂µφi)

2 + gAaµ∂
µφiT

a
ijφj +

g2

2
AaµA

bµ(T aφ)i(T
bφ)i. (30.25)

Consider the VEV
〈φi〉 = (φ0)i. (30.26)

Then from the kinetic term for the scalars we obtain the mass terms

∆Lmass = −1

2
m2
abA

a
µA

bµ , (30.27)
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where
m2
ab = g2(T aφ0)i(T

bφ0)i , (30.28)

and the diagonal elements are
m2
aa = g2(T aφ0)2 ≥ 0. (30.29)

Thus the vectors have mass squared positive or zero. Unlike the abelian case, when we
had only nonzero masses, in the general nonabelian case we can have masses that are zero,
corresponding to the existence of unbroken gauge fields.

Let us consider the general case, of a gauge symmetry with gauge group G, broken
spontaneously by the vacuum to a subgroup H that leaves the vacuum invariant. (Note that
in the abelian case, the vacuum was just a point, so there was no unbroken gauge group).
Then the generators in the coset G/H take us from one vacuum to another (equivalent one).
These generators give the Goldstone bosons then, which were the whole U(1) in the abelian
case.

The unbroken, massless generators, correspond to

m2
A = 0⇒ (T aφ0) = 0 , (30.30)

and these conditions define the subgroup H. We can redefine again the vectors as

A′µ
a

= Aaµ − ∂µφi(T aφ0)i , (30.31)

which means that the broken vectors (with nonzero T aφ0) eat the Goldstone bosons and
become massive.

Again the existence of the mixing vertex

gAaµ∂µφi(T
aφ0)i (30.32)

implies the transversality of the theory, so the consistency of the theory at the quantum level,
since the sum of the mass term diagram and the mixing, Goldstone scalar propagation, and
mixing again Feynman diagram gives

−im2
abgµν +

∑
j

gkµ(T aφ0)j
−i
k2

(−gkν(T bφ0)j) = −im2
ab

(
gµν −

kµkν
k2

)
, (30.33)

which is a transverse vacuum polarization.
SU(2) case
The simplest nonabelian case is the SU(2) case, also relevant since it is rather close to

the electroweak theory, where we have SU(2)×U(1). Consider a scalar φi that is a doublet
of SU(2), and

Dµφ = (∂µ − igAaµτa)φ , (30.34)

where τa = σa/2 and σa are the Pauli matrices.
The potential is

V = λ

(
φ†φ− µ2

λ

)2

. (30.35)
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Choose the vacuum (as before, we can rotate it to this form by a gauge transformation)

〈φ〉 =
1√
2

(
0
v

)
. (30.36)

Then the scalar kinetic term is

|Dµφ|2 =
1

2
g2
(
0 v

)
τaτ b

(
0
v

)
AaµA

bµ. (30.37)

Since we have symmetry in (ab), we can replace τaτ b with {τa, τ b}/2 = δab/4, and obtain
finally

∆Lmass =
g2v2

8
AaµA

aµ , (30.38)

i.e., a vector mass

mA =
gv

2
. (30.39)

Standard Model Higgs: electroweak SU(2)× U(1)
In the case of the electroweak theory, the covariant derivative is

Dµφ =

(
∂µ − igAaµτa − i

g′

2
Bµ

)
φ , (30.40)

and the last (U(1)) term is −ig′YφBµ = −ig′Bµ/2.
Then we have

gAaµτ
a + g′

Bµ

2
=

1

2

(
gA3

µ + g′Bµ g(A1
µ − iA2

µ)
g(A1

µ + iA2
µ) −gA3

µ + g′Bµ

)
. (30.41)

The potential

V (φ) =
λ

4

(
φ†φ− v2

2

)2

(30.42)

has a real vacuum

〈φ〉 =
1√
2

(
0
v

)
(30.43)

that can be set by a gauge transformation from any other vacuum.
Then the mass term is

Lmass = −v
2

8

(
0 1

) ∣∣∣∣( gA3
µ + g′Bµ g(A1

µ − iA2
µ)

g(A1
µ + iA2

µ) −gA3
µ + g′Bµ

)∣∣∣∣2(0
1

)
= −v

2

8

[
g2(A1

µ)2 + g2(A2
µ)2 + (−gA3

µ + g′Bµ)2
]

(30.44)

Defining the fields

W±
µ =

A1
µ ± iA2

µ√
2
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Z0
µ =

1√
g2 + g′2

(gA3
µ − g′Bµ)

Aµ =
1√

g2 + g′2
(g′A3

µ + gBµ) , (30.45)

the mass terms become

∆Lmass = −v
2

4
g2W+

µ W
−µ − (g2 + g′2)

v2

8
Z0
µZ

0µ. (30.46)

Therefore we see that: W±
µ have mass

mW =
gv

2
, (30.47)

the Z0
µ has mass

mZ =
√
g2 + g′2

v

2
, (30.48)

and the photon Aµ is massless, and corresponds to the unbroken electromagnetism.
Note that the photon is unbroken, since the corresponding field has no mass term in the

Lagrangean, and T aφ0 = 0 for it.
We now introduce the weak mixing angle or Weinberg angle θW , defined by

cos θW =
g√

g2 + g′2
, sin θW =

g′√
g2 + g′2

. (30.49)

We see that in terms of it, the Z and A are just a rotation of A3 and B, i.e.(
Z0
µ

Aµ

)
=

(
cos θW − sin θW
sin θW cos θW

)(
A3
µ

Bµ

)
, (30.50)

which is why we defined Z0
µ and Aµ like this, in order to have an orthogonal rotation.

Using the further definitions

T± = T 1 ± iT 2 = σ±

e =
gg′√
g2 + g′2

Q = T 3 + Y , (30.51)

the covariant derivative is

Dµ = ∂µ − igAaµTa − ig′Y Bµ

= ∂µ − i
g√
2

(W+
µ T

+ +W−
µ T

−)− i√
g2 + g′2

Zµ(g2T 3 − g′2Y )− igg′√
g2 + g′2

Aµ(T 3 + Y ) ,

(30.52)

and since
g2T 3 − g′2Y = (g2 + g′2)T 3 − g′2Q , (30.53)
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and e = g sin θW , we get

Dµ = ∂µ − i
g√
2

(W+
µ T

+ +W−
µ T

−)− i g

cos θW
Zµ(T 3 − sin2 θWQ)− ieAµQ. (30.54)

We also obtain the relation between parameters

mW = mZ cos θW . (30.55)

In unitary gauge, we write

φ(x) =
1√
2

(
0

v +H(x)

)
(30.56)

and then H(x) is the Higgs boson, i.e. the field associated with the Higgs particle.
Expanding the potential in terms of it, we obtain

V (φ) =
λv2

4
H2 +

λv

4
H3 +

λ

16
H4 , (30.57)

so in particular

m2
H =

λv2

2
. (30.58)

Then, the electroweak bosonic Lagrangean

L = −1

4
(F a

µν)
2 − 1

4
B2
µν −

1

2
|Dµφ|2 − V (φ) , (30.59)

where Bµν = ∂µBν − ∂νBµ, becomes (the proof is left as an exercise)

L = −1

4
F 2
µν −

1

4
Z2
µν − D̃†µW−νD̃µW

+
ν + D̃†µW−νD̃νW

+
µ

+ie(F µν + cot θWZ
µν)W+

µ W
−
ν −

e2/ sin2 θW
2

(W+µW−
µ W

+νW−
ν −W+µW+

µ W
−νW−

ν )

−
(
M2

WW
+µW−

µ +
M2

Z

2
ZµZµ

)(
1 +

M

v

)2

−1

2
(∂µH)2 − m2

H

2
H2 − m2

H

2v
H3 − m2

H

8v2
H4 , (30.60)

where Zµν = ∂µZν − ∂νZµ and

D̃µ = ∂µ − ie(Aµ + cot θWZµ). (30.61)

Important concepts to remember

• In spontaneous symmetry breaking, a local gauge group is (partially) broken (”spon-
taneously”) by the choice of a vacuum.
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• The vectors corresponding to the broken symmetry become massive by eating the
massless scalars (”Goldstone bosons”) corresponding to the directions of the broken
symmetry in scalar field space.

• The Goldstone bosons make the vacuum polarization of the spontaneously broken
theory transverse.

• The gauge symmetry is lost after the redefinition of the vector that eats the scalar.

• In the nonabelian case, the gauge group G is broken to H, leaving G/H broken gener-
ators that give the Goldstone bosons, and H unbroken generators of zero mass, with
T aφ0 = 0.

• In the electroweak theory, the SU(2) × U(1)Y is broken to U(1)em, and the Z and A
are an orthogonal rotation of A3 and B.

Further reading: See chapter 20.1in [3] and chapter 85,86,87 in Srednicki.
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Exercises, Lecture 30

1) Consider the abelian-Higgs Lagrangean. Expand it up to 4th order in the perturbations
around the Higgs vacuum.

2) Prove that the Standard Model (electroweak) bosonic term around the Higgs vacuum
takes the form

L = −1

4
F 2
µν −

1

4
Z2
µν − D̃†µW−νD̃µW

+
ν + D̃†µW−νD̃νW

+
µ

+ie(F µν + cot θWZ
µν)W+

µ W
−
ν −

e2/ sin2 θW
2

(W+µW−
µ W

+νW−
ν −W+µW+

µ W
−νW−

ν )

−
(
M2

WW
+µW−

µ +
M2

Z

2
ZµZµ

)(
1 +

M

v

)2

−1

2
(∂µH)2 − m2

H

2
H2 − m2

H

2v
H3 − m2

H

8v2
H4 , (30.62)

where Zµν = ∂µZν − ∂νZµ and

D̃µ = ∂µ − ie(Aµ + cot θWZµ). (30.63)
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31 Lecture 31. Renormalization of spontaneously bro-

ken gauge theories 1: the Goldstone theorem and

Rξ gauges

In this lecture we will start to describe the quantization of spontaneously broken gauge
theories, describing first the Goldstone theorem (at the quantum level), and then describing
a gauge that is most useful for quantization of spontaneously broken gauge theories, the Rξ

gauge.
The Goldstone theorem
We already mentioned the Goldstone theorem. It states that massless states called Gold-

stone bosons appear whenever we break spontaneously a continuous symmetry.
Proof.
Consider a general Lagrangean composed of a kinetic part depending on ∂µφ and a

potential, i.e.
L = K(∂φ)− V (φ). (31.1)

Consider the minimum of the potential, at

∂

∂φa
V

∣∣∣∣
φa(x)=φa0

= 0 , (31.2)

and expand the potential around it,

V (φ) = V (φ0) +
1

2
(φ− φ0)a(φ− φ0)b

(
∂2

∂φa∂φb
V

)
φ0

+ ... , (31.3)

where (
∂2

∂φa∂φb
V

)
φ0

≡ m2
ab (31.4)

is a mass matrix. Consider then the continuous symmetry

φa → φa + α∆a(φ). (31.5)

In the particular case of constant φa, the invariance of the Lagrangean implies the invariance
of the potential, i.e.

V (φa) = V (φa + α∆a(φ)) , (31.6)

i.e. that

∆a(φ)
∂

∂φa
V

∣∣∣∣
φ0

= 0. (31.7)

Taking a derivative ∂/∂φb on the above, we get

0 =

(
∂∆a

∂φb

)
φ0

(
∂V

∂φa

)
φ0

+ ∆a(φ0)

(
∂2

∂φa∂φb
V

)
φ0

⇒ ∆a(φ0)

(
∂2

∂φa∂φb
V

)
φ0

= 0 , (31.8)
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since φ0 is a minimum of V , so the first term is zero.
Then there are two possibilities:
1. ∆a(φ0) = 0, which means that the symmetry leaves the vacuum φa0 unchanged, which

is not the situation we are interested in.
2. If there is spontaneous breaking of the symmetry, then ∆a(φ0) 6= 0, which means that

(∆a(φ0)·)
(

∂2

∂φa∂φb
V

)
φ0

≡ m2
ab(·∆a(φ0)) = 0 , (31.9)

i.e. there is a zero eigenvalue for the mass in the direction of the symmetry, which is the
Goldstone boson.

q.e.d.
But we actually have proven the theorem only at the classical level. It is more interesting

to prove that quantum corrections also don’t spoil this property.
In order to consider quantum corrections, we need to consider instead of the classical

action, the quantum effective action Γ. But for constant fields φa, the effective action turns
into the effective potential, or rather the effective potential times the volume of spacetime,

Γ[φcl] = −(V T )Veff [φcl]. (31.10)

But if there are no quantum anomalies, the effective potential respects the same symmetries
as V , so we can repeat the same argument for the effective potential.

Then we obtain in general ∣∣∣∣ δ2

δφaδφb
Γ(p)

∣∣∣∣
p2 6=m2

= 0. (31.11)

If we consider the particular case of p = 0, corresponding to constant classical field, Γ turns
to Veff , and we get

∂2

∂φa∂φb
Veff = 0 , (31.12)

as expected.
Rξ gauges.
Abelian case
We start with the abelian case.
In the case of gauge theory not spontaneously broken, the Minkowski Lagrangean is

Lg.f. + Lgh = − 1

2ξ
G2 − bδG

δα
c , (31.13)

where G = 0 is the gauge condition. The gauge transformation is

δAµ = −∂µα; δφ = −ieαφ , (31.14)

and in the Lorenz (covariant) gauge G = ∂µAµ, we obtain

δG

δα
= −∂2. (31.15)
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In the spontaneously broken case, with scalar field expansion, we have

φ =
1√
2

(φ1 + iφ2) =
1√
2

(v + h(x) + iϕ(x)) , (31.16)

where h(x) is the Higgs, and ϕ(x) is the Goldstone boson.
We then choose

G = ∂µAµ − ξevϕ , (31.17)

which is called the Rξ gauge, and we note that for v = 0 it reduces to the Lorenz gauge.
We compute the kinetic term for φ. With Dµ = ∂µ − ieAµ as usual, we get

Dµφ =
1√
2

[(∂µh+ eϕAµ) + i(∂µϕ− e(v + h)Aµ)] , (31.18)

so that

−|Dµφ|2 = −1

2
(∂µh+ eϕAµ)2 − 1

2
(∂µϕ− e(v + h)Aµ)2

= −1

2
(∂µh)∂µh− 1

2
∂µϕ∂

µϕ− e2

2
v2AµA

µ + evAµ∂
µϕ

+eAµ(h∂µϕ− ϕ∂µh)

−e2vhAµA
µ − e2

2
(h2 + ϕ2)AµA

µ. (31.19)

The potential expands as

V =
λ

2

(
|φ|2 − v2

2

)2

=
λv2

2
h2 +

λv

2
h(h2 + ϕ2) +

λ

8
(h2 + ϕ2)2. (31.20)

The gauge fixing term expands as∫
ddxLg.f. =

∫
ddx

[
− 1

2ξ
(∂µAµ)∂νAν −

ξe2v2

2
ϕ2 + evϕ∂µAµ

]
=

∫
ddx

[
− 1

2ξ
(∂µAν)∂

νAµ − evAµ∂µϕ−
ξe2v2

2
ϕ2

]
, (31.21)

where in the first term we have partially integrated both derivatives, and in the mixed term
we have partially integrated the derivative. From the mass term for ϕ we have the mass

mϕ =
√
ξev =

√
ξmA. (31.22)

We see that the mixed term cancels between the kinetic term and the gauge fixing term,
which is one reason why the gauge fixing term was chosen like that.

The ghost term is found as follows. The gauge transformation around the Higgs vacuum
with φ = (v + h+ ϕ)/

√
2 is

δAµ = −∂µα; δh = +eαϕ; δϕ = −eα(v + h). (31.23)
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Then we get
δG

δα
=

δ

δα
(∂µAµ − ξevϕ) = −∂2 + ξe2v(v + h) , (31.24)

leading to a ghost term∫
ddxLgh = −

∫
ddxb[−∂2 + ξe2v(v + h)]c

= −
∫
ddx[∂µb∂µc+ ξe2v2bc+ ξe2vhbc]. (31.25)

From the second term we see that the ghosts b and c have masses

mb,c =
√
ξev =

√
ξmA (31.26)

also.
The kinetic term for Aµ contains the usual kinetic term from the −

∫
F 2
µν/4 action, the

term from the gauge fixing term, and the mass term from the scalar kinetic term, giving in
total

LA2 = −1

2
Aµ

[
∂µ∂ν − gµν∂2 +m2

Ag
µν − ∂µ∂ν

ξ

]
Aν , (31.27)

or in momentum space

LA2 = −1

2
Ãµ(−k)[(k2 +m2

A)gµν − (1− ξ−1)kµkν ]Ãν(k). (31.28)

Then the kinetic matrix
[(k2 +m2

A)gµν − (1− ξ−1)kµkν ] (31.29)

can be written in terms of the projectors

P µν(k) = gµν − kµkν

k2
; Kµν(k) =

kµkν

k2
, (31.30)

satisfying the projector, orthogonality and completeness relations, i.e. schematically

P 2 = P ; K2 = K; P ·K = 0; P +K = 1 , (31.31)

which can be easily checked, as

(k2 +m2
A)P µν(k) + ξ−1(k2 + ξm2

A)Kµν(k) , (31.32)

which means it can be easily inverted to give the photon propagator in Rξ gauge,

∆̃µν(k) =
Pµν(k)

k2 +m2
A

+
ξKµν(k)

k2 + ξm2
A

. (31.33)

We note that the transverse (physical) part of the propagator, proportional to Pµν(k),
has mass mA, whereas the longitudinal (unphysical) part of the propagator, proportional
to Kµν(k), has mass

√
ξmA. So in total, the quartet of unphysical states, the would-be
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Goldstone boson ϕ, the ghosts b and c and the longitudinal photon, all have the mass√
ξmA.

We also note that for ξ = 1 (the equivalent of the Feynman gauge for the unbroken
theory), we have

∆̃µν(k)|ξ=1 =
gµν

k2 +m2
A

, (31.34)

which is the KG propagator (for a scalar mode). We will nevertheless continue to use
arbitrary ξ in order to see ξ independence for physical quantities (test our calculation).

In conclusion, the propagators are as follows:
-for the Higgs h we have the usual scalar propagator,

1

k2 +m2
h

, (31.35)

where mh =
√
λv.

-for the would-be Goldstone boson (unphysical scalar ϕ), we have the scalar propagator

1

k2 + ξm2
A

, (31.36)

-same as the ghosts b, c.
-the vector has the propagator ∆̃µν(k), with mA = ev.
Putting together all the interaction terms derived above, we find the interaction La-

grangean

Lint = −λv
2
h(h2 + ϕ2)− λ

8
(h2 + ϕ2)2

+eAµ(h∂µϕ− ϕ∂µh)

−e2vhAµA
µ − e2

2
(h2 + ϕ2)AµA

µ

−ξe2vhbc. (31.37)

Nonabelian case
In the nonabelian case, the gauge fixing and ghost terms in the Lagrangean are

Lg.f. + Lgh = − 1

2ξ
GaG

a − ba δG
a

δαb
cb. (31.38)

The gauge covariant derivative is

Dµ = ∂µ + gAaµTa (31.39)

and we expand around the VEV 〈φi〉 = vi as

φi = vi + χi. (31.40)

Then we choose the gauge condition for the Rξ gauge as

Ga = ∂µAaµ − ξg(T a)ijvjχi. (31.41)
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Then the gauge fixing term becomes∫
ddxLg.f. =

∫
ddx

[
− 1

2ξ
(∂µAaµ)∂νAaν + ξg(T a)ijvjχi∂

µAaµ − ξg2((T a)ikvk(T
a)jlvl)χiχj

]
=

∫
ddx

[
− 1

2ξ
(∂µAaν)∂

νAaµ − g(T a)ijvj∂
µχiA

a
µ − ξg2((T a)ikvk(T

a)jlvl)χiχj

]
,

(31.42)

where as before we have partially integrated the two derivatives in the first term and the
derivative in the second. The last term, with χiχj, is a contribution to the mass term for
scalars,

ξM2
ij = ξg2((T a)ikvk(T

a)jlvl). (31.43)

The kinetic term for the scalars is ((T a)† = −T a)

−1

2
(Dµφi)

†Dµφi = −1

2
(∂µχi)∂µχi −

g2

2
((T a)ikvk(T

b)ilvl)A
a
µA

bµ + g(T a)ikvkA
a
µ∂

µχi

+gAaµχi(T
a)ij∂

µχj − g2AaµA
bµ((T a)ikvk)(T

b)ijχj −
g2

2
(T aT b)ijχiχjA

a
µA

bµ ,

(31.44)

and again the mixing term between the vector and the would-be Goldstone boson cancels
with the gauge fixing term.

The ghost term is obtained by considering the gauge transformation on the fluctuation,

Aaµ → Aaµ −Dab
µ α

b; χi → −gαa(Ta)ij(v + h)j , (31.45)

leading to

δGa

δαb
= −∂µDab

µ + ξg2(T a)ijvj(T
a)il(v + χ)l

= −∂µDab
µ + ξg2(T a)ijvj(T

b)ilvl + ξg2((T a)ijvj(T
b)il)χl , (31.46)

where the middle term is written as (M2
b,c)

ab and is the ghost mass term. Then the ghost
term is∫

ddxLgh =

∫
ddx

[
−(∂µb

a)Dab
µ c

b − ξ(M2
b,c)

abbacb − ξg2((T a)ijvj(T
a)il)χlb

acb
]
. (31.47)

Important concepts to remember

• The Goldstone theorem says that there is a massless particle (Goldstone boson) for
every spontaneously broken continuous symmetry.

• The effective potential is the effective action on constant fields, more precisely Γ[φcl] =
−(V T )Veff [φcl].
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• Quantum corrections respect the Goldstone theorem.

• The Rξ gauge is ∂µAµ − ξevϕ = 0.

• In the Rξ gauge, the quartet of unphysical states, would-be Goldstone boson ϕ, ghosts
b and c and longitudinal gauge boson have all the mass

√
ξmA, where mA = ev; the

Higgs mass is mh =
√
λv.

• With the choice ξ = 1, the photon propagator is the KG propagator.

Further reading: See chapter 11.1, 21.1, 21.2 in [3].
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Exercises, Lecture 31

1) Consider a theory invariant under a symmetry group G, having a spontaneously break-
ing vacuum invariant under H supG. How many Goldstone bosons there are? Specialize to
the SU(5)→ SU(3)× SU(2)× U(1) breaking.

2) Write down all the one-loop Feynman diagrams for the Higgs h 1PI 2-point functionin
the spontaneously broken abelian theory in Rξ gauge, and the integral expressions for them
using the Feynman rules (without computing them).
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32 Lecture 32. Renormalization of spontaneously bro-

ken gauge theories II: The SU(2)-Higgs model

In this lecture we learn how to renormalize spontaneously broken gauge theories using the Rξ

gauge, for the example of the SU(2)-Higgs system, which is close to the electroweak theory,
without being exactly that. Also, we will not do the full renormalization, but only some of
the important steps.

The theory contains SU(2) gauge fields, and a complex Higgs doublet. Again, the ter-
minology is ambigous, really we have a Higgs field h and would-be Goldstone bosons χa.

With respect to unbroken gauge theories, one important difference is that now there is
one more Ward identity, for the fact that only the combination v+h appears in the classical
Lagrangean. It is of course broken by the gauge fixing term, so we need to check explicitly
that this is still satisfied at the quantum level.

We parametrize the complex field slightly differently from what we had before, now
considering the VEV in the upper component, instead of the lower component. So we start
by parametrizing the complex doublet

φ =

(
ϕ1

ϕ2

)
(32.1)

as

φ =
1√
2

(ψ + iχaσa)

(
1
0

)
=

1√
2

(
ψ + iχ3

iχ1 − χ2

)
. (32.2)

The Lagrangean is

L = −1

4
(F a

µν)
2 − (Dµφ)†Dµφ− V (φ†φ) , (32.3)

where the potential is
V = −µ2φ†φ+ λ(φ†φ)2. (32.4)

The VEV is
〈Reφ1〉 =

v√
2
, (32.5)

so we split the scalar into VEV and fluctuations as

ψ = v + h. (32.6)

The gauge-covariant derivative is

Dµφ = ∂µφ−
i

2
gAaµσ

aφ. (32.7)

This is a particular case for the general procedure from last lecture, so we can write the
Lagrangean that comes from the square of the covariant derivative as a sum of a kinetic
piece, a piece linear in A and a piece quadratic in A, as

L(kin) = −1

2
[(∂µh)∂µh+ (∂µχ

a)∂µχa]
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L(A1) =
gv

2
(Aaµ∂

µχa) +
g

2
Aaµ(h

↔
∂µ χ

a) +
1

2
gεabc(χ

aAbµ∂
µχc)

L(A2) = −g
2

8
AaµA

aµ[(v + h)2 + χbχb]. (32.8)

Writing the covariant derivative as

Dµφ =
1√
2

(Dµh+ iσaDµχ
a) , (32.9)

where we have defined

Dµh = ∂µh+
g

2
Aaµχa

Dµχ
a = ∂µχ

a +
g

2
εabcA

b
µχ

c − g

2
Aaµ(v + h) , (32.10)

we can rewrite the scalar kinetic term as

L = −1

2
(Dµh)2 − 1

2
(Dµχ

a)2 +
g

2
vAaµ∂

µχa. (32.11)

To cancel the last term, we add the ’t Hooft gauge fixing term (in Rξ gauge)

Lg.fix = − 1

2ξ

(
∂µAaµ +

1

2
ξgvχa

)2

. (32.12)

Then the quadratic (kinetic) term for χ is

Lχ2 = −1

2
(∂µχ)2 − ξ

2

(gv
2

)2

(χa)2 , (32.13)

so the mass of the would-be Goldstone bosons is mχ =
√
ξmA.

The kinetic term for the vectors is now

LYM = −1

4
(F a

µν)
2 − 1

2

(gv
2

)2

(Aaµ)2 , (32.14)

so mA = gv/2.
The ghost Lagrangean is found as usual, from baδG

a/δαbcb, as

Lgh = ba∂
µDµc

a − ξ
(gv

2

)2

bac
a − ξ

4
g2vba(hc

a + εabcχ
bcc). (32.15)

As we mentioned last lecture, we see that the quartet of unphysical states, the Fadeev-
Popov ghosts ba and ca, together with the would-be Goldstone bosons χa and the longitudinal
part of the YM field Aaµ have all the same mass m =

√
ξmA.

We will see why shortly, but at the quantum level we need to consider that the gauge
fixing term contains two new parameters, so we will write it as

Lg.fix = − 1

2α

(
∂µAaµ +

1

2
ξgvχa

)2

, (32.16)
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where now α 6= ξ and are equal only at the classical level. But even in this case (at the
quantum level) the quartet of unphysical states will still have the same mass.

We now split the Lagrangean for the spontaneously broken theory into matter, gauge
and ghost parts,

Lgauge = −1

4

(
∂µA

a
ν − ∂νAaµ + gfabcA

b
µA

c
ν

)2

Lmatter = −1

2
(Dµh)2 − 1

2
(Dµχ

a)2 +
µ2

2
[(v + h)2 + (χa)2]− λ

4
[(v + h)2 + (χa)2]2

Lghost = ba

[
∂µDµc

a − ξ gv
2

(
1

2
g(v + h)ca +

1

2
gfabcχ

bcc
)]

. (32.17)

But we still need to add a term to the Lagrangean. We saw in the unbroken case,
that when we renormalize, we need to add an extra source term to the Lagrangean for the
nonlinear parts of the BRST variations. We add

Lextra = Kµ
aQBA

a
µ/Λ +KQBh/Λ +KaQBχ

a/Λ + LaQBc
a/Λ

= Kµ
aDµc

a −K
(

1

2
gχac

a

)
+Ka

(
1

2
g(v + h)ca +

1

2
gfabcχ

bcc
)

+La

(
1

2
gfabcc

bcc
)
. (32.18)

It is useful to write the linear and quadratic mass terms in the scalars as

−βvh− β

2
(h2 + (χa)2) , (32.19)

where
β = −µ2 + 2λv2 , (32.20)

though then β doesn’t renormalize multiplicatively. Indeed, µ2 and λv2 both renormalize
multiplicatively, however classically β = 0, so we require

β(0)
ren = −µ2

ren + λrenv
2
ren = 0 , (32.21)

which means that β is renormalized additively, as

βren = 0 + ∆β(1)
ren + ... (32.22)

We will therefore choose to renormalize β additively as above, rather than renormalize µ2

multiplicatively.
Another observation is that now the matter Lagrangean depends on v + h(x), but the

gauge fixing and ghost terms break this, so at the quantum level we must check explic-
itly. (Note that we could replace v by v + h in the gauge fixing term, but then it is more
complicated).

We also consider that we will have α 6= ξ, but we require αren = ξren = 1.
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As in the unbroken case, we proceed to write the equivalent of the Ward identities for
the effective action Γ in the BRST case, more precisely for

Γ̂ = Γ−
∫
Lfixd4x , (32.23)

the Lee-Zinn-Justin identities, that are now written as∫
d4x

[
∂Γ̂/∂φI

∂

∂KI

]
Γ̂ = 0(

∂µ
∂

∂Kµ
a
− ξ gv

2

∂

∂Ka

− ∂

∂ba

)
Γ̂ = 0. (32.24)

Here

φI = {h, χa, Aaµ, ca};
KI = {K,Ka, K

µ
a , La}. (32.25)

These can be found as in the unbroken case, and we note that restricting to Aaµ and ca and
putting v = 0, we find the unbroken case.

Therefore the fields in the theory are Aaµ, ba, c
a, h and χa, the sources are K,Ka, Ka

µ and
La, and the parameters are g, v, λ, α and ξ.

Renormalization is then done as follows. The fields renormalize as

Aaµ =
√
Z3A

a
µ,ren

ca =
√
Zghc

a
ren

ba =
√
Zghba,ren

h =
√
Zhhren

χa =
√
Zχχ

a
ren , (32.26)

the sources as

K =

√
Z3Zgh
Zh

Kren

Ka =

√
Z3Zgh
Zχ

Ka
ren

Ka
µ =

√
ZghK

a
µ,ren

La =
√
Z3La,ren , (32.27)

and the parameters as

g = Zggrenµ
4−d

2

v =
√
Zvvren

λ = ZλZ
−2
h λrenµ

4−d

α = Z3αren
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ξ =

√
Z3

ZvZχ
Z−1
g ξren. (32.28)

We must make several observations:
1. ba, as well as Kµ

a , scale as ca and La scales as Aaµ. We have seen in the unbroken case
that their renormalization is fixed by analyzing the possible divergent structures that solve
the Lee-Zinn-Justin identities, and now a similar story holds.

But now we also see that Kh, Kaχ
a, Kµ

aA
a
µ and Lac

a all scale the same way, since the
source terms are Ka

µQBA
a
µ, KQBh, KaQBχ

a, LaQBc
a.

Therefore the renormalization of the extra source terms is completely fixed.
2. The renormalization of α and ξ is fixed by requiring that the gauge fixing term is finite

by itself. The part at v = 0 (from the unbroken theory) fixes in α = Zααren Zα = Z3, whereas
the v-dependent term fixes the renormalization of ξ. The result is a different renormalization
factor for α and ξ.

3. This in turn means that we need separate α and ξ as advertised, and αren = ξren = 1.
4. A quick one-loop calculation shows that in fact also Zv 6= Zh, even though the classical

Lagrangean has them equal.
One can prove renormalizability at all loops by induction. Here we will not prove the

induction step, since we also didn’t in the unbroken case.
5. By analyzing the solution of the Lee-Zinn-Justin identities, we find 9 possible divergent

structures, but we have only 8 renormalization parameters: Z3, Zgh, Zh, Zχ, Zg, Zv, Zλ and
∆βren (standing in for Zµ).

This would seem like a contradiction, but as we advertised at the beginning of the lecture,
there is an extra Ward identitty, coming from the fact that we only find the v+h combination
in the classical part (only the gauge fixing and ghost parts break it)

The classical action is the tree level part of the modified effective action, Γ̂
(0)
ren = Sren.

Then the Ward identity is written as(
v
∂

∂h
− v ∂

∂v

)
Smatter = 0 , (32.29)

or in terms of Γ̂(0) as (
ξren

∂

∂ξren
− vren

∂

∂vren
+ vren

∂

∂hren

)
Γ̂(0)
ren = 0 , (32.30)

since in the ghost term and the gauge fixing term the combination ξv appears.
The above Ward identity allows the reduction of the possible divergences to 8, equal to

the number of renormalization parameters.
Another useful consistency condition is found from ghost number conservation, which

implies (the coefficient of each term is their ghost number)(
ba

∂

∂ba
− ca ∂

∂ca
+K

∂

∂K
+Ka

∂

∂Ka

+Kµ
a

∂

∂Kµ
a

+ 2La
∂

∂La

)
Γ̂(0)
ren = 0. (32.31)
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Important concepts to remember

• The SU(2)-Higgs system has a gauge field and a complex scalar doublet, and the Higgs
mechanism generates a quartet of unphysical states.

• To renormalize in theRξ (’t Hooft) gauge, we need to add sources for the nonlinear parts
of the BRST trasformations to the Lagrangean, Kµ

a , K,Ka, La forQBA
a
µ, QBh,QBχa, QBc

a.

• Instead of renormalizing µ2 multiplicatively, we can renormalize β = −µ2 +λv2, which
is 0 classically, additively.

• We must consider α and ξ renormalizations independently at the quantum level, for
Ga = ∂µAaµ + ξgv/2χa and (Ga)2/2α as gauge fixing term.

• We must consider v and h renormalizing independently at the quantum level, but
the Ward identity coming from having only v + h dependence reduces the number of
divergent structure to the number matching the number of parameters.

Further reading: See chapter 21.3 in [3].
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33 Lecture 33. Pseudo-Goldstone bosons, nonlinear

sigma model and chiral perturbation theory

In this lecture we will apply the method of effective field theory from lecture 27 to describe
low energy QCD. We will use an approximate symmetry called chiral symmetry, and its
perturbation theory.

We have described spontaneous symmetry breaking, and we saw that Goldstone’s theorem
says we obtain Goldstone bosons for the broken symmetry directions. But in reality, we
never have an exact symmetry, so it is useful to know what happens when an approximate
symmetry is broken. In that case, we say we have a pseudo-Goldstone boson.

In QCD, we have 6 quarks: u, d, s, c, b, t. The last 3, c, b and t, are heavy, so a different
perturbation theory is used for them. The u and d quarks are nearly massless (their masses
are very small), and the s quark is intermediate in mass. Therefore in low energy QCD we
consider the u and d quarks, and sometimes the s quark. One can consider also source terms
for various currents: vector Vµ for the vector current, axial vector Aµ for the axial vector
current, s for the a scalar current and p for a pseudoscalar current, for a total Lagrangean
in low energy QCD

L = −1

4
(F a

µν)
2 − ūγµDµu− d̄γµDµd[−s̄γµDµs]

−
∑
i

miq̄iq
i

[−Vµq̄γµq − Aµq̄γµγ5q − sq̄q − pq̄γ5q] , (33.1)

where the first line is the massless QCD, the second line the mass terms, and the third line
the source terms.

We will consider only the u and d quarks for most of the lecture, generalizing to the
introduction of the s quark at the end of the lecture.

We will consider then the quark column vector q =

(
u
d

)
, which is nearly massless

(mu ' md ' 0). Then the low energy Lagrangean has U(2)L×U(2)R symmetry, as we have
described in lecture 25, composed of an SU(2)L × SU(2)R part and an U(1)× U(1) part.

The action of the SU(2)L × SU(2)R on q is

q =

(
u
d

)
→ exp

[
iαaV

τa

2
+ iγ5α

a
A

τa

2

](
u
d

)
, (33.2)

where τa are the Pauli matrices. In terms of

qL/R =

(
1± γ5

2

)
q

gL/R = ei(αV ±αA)aτa
L/R

τaL/R =

(
1± γ5

2

)
τa , (33.3)
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the action of SU(2)L × SU(2)R is

qL/R → gL/RqL/R
Vµ ± Aµ → gL/R(Vµ ± Aµ)g†L/R + i(∂µgL/R)g†L/R
s+ ip → gL(s+ ip)gR. (33.4)

Then τaL/R generate two independent SU(2) algebras, i.e. SU(2)L × SU(2)R,

[τaL, τ
b
L] = iεabcτ cL

[τaR, τ
b
R] = iεabcτ cR

[τaL, τ
b
R] = 0. (33.5)

Besides this, we have the U(1)× U(1), acting as

(q)→ eiα+iα̃γ5(q). (33.6)

The action by eiα is (3 times) the U(1)B baryon number (since the baryon number of a
baryon like n and p is 1, the baryon number of the quarks u and d is 1/3).

The baryon number is conserved in QCD! (in electroweak theory the baryon number is
broken by anomalies through instantons as we said in lecture 25, since the chiral fermions L
and R couple differently to it, unlike the coupling of the fermions to SU(3)c).

On the other hand, eiα̃γ5 is an abelian global chiral symmetry, and is broken by anomalies
in QCD, giving the solution to the U(1) problem, as we explained in lecture 25.

The SU(2)L × SU(2)R is broken spontaneously to SU(2)V , acting as

(q)→ eiα
a
V
τa

2 (q). (33.7)

But the other SU(2), for

(q)→ eiα
a
Aγ5

τa

2 (q) , (33.8)

called the chiral (axial) symmetry, is spontaneously broken. That issue, of chiral symmetry
breaking is one of the most important ones of particle physics, and its exact mechanism is
unknown (we don’t know an exact low energy effective action that will show the spontaneous
breaking). This lecture is devoted to a phenomenological description of the phenomenon.

Since we have a spontaneous breaking of an (approximate) symmetry, by the Goldstone
theorem we must have (pseudo-)Goldstone bosons for the 3 generators, and transforming
under the unbroken SU(2)V (isospin). There is only one candidate group, the pions πa,
which are approximately massless, since mπ � ΛQCD. Here ΛQCD is the spontaneously
generated scale for QCD, that gives the mass of the physical states. (There are various ways
to define ΛQCD, but we will not try to define it here).

We note that the Wigner-Eckhart theorem, which says that states should fall under
multiplets of the full symmetry group, does not apply to spontaneous symmetry breaking
(SSB). Indeed, SSB can be described by the fact that the vacuum is not invariant under the
symmetry, i.e. Q|0〉 6= 0, which also means that the low energy states are not in a multiplet.

So in our case, the pions are not in a multiplet of SU(2)A, but are still in a multiplet of
the unbroken group, SU(2)V or isospin. Indeed, they transform as the adjoint of this group.
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We said that we have spontaneous symmetry breaking for SU(2)A, but until now we have
seen only SSB via a scalar field VEV, and now we have only fermions and gauge fields in the
theory. But the point is that in such a theory, the fermions form condensates, i.e. composite
scalars made up of the fermions have a VEV. Therefore we have a quark condensate,

〈0|q̄LiqjR|0〉 = −vδji . (33.9)

Here i, j are flavour indices. Note that there are ways to see that in a gauge theory we have
a fermion condensate at low energy, and we can show this for QCD, even if we don’t know
the exact mechanism.

Up to now we have described massless quarks leading to massless pions (Goldstone
bosons). But of course in reality, up and down quarks are not massless, and the pions
also have mass, which is much smaller however than the mass of the hadronic states p and
n, made up also of only u and d quarks. So we should make an important distinction:

-For spontaneous symmetry breaking with massless pions, we would still obtain nucleons
n and p (composite fermions) with a mass. In fact, mp an mn are approximately independent
of the quark masses mu,md, as could be guessed from the fact that mp,mn � mπ.

-On the other hand, a nonzero quark mass mq is correlated with a nonzero pion mass mπ,
so in the presence of quark mass, the pions (Goldstone bosons) are not massless anymore.
In fact, we will see at the end of the lecture that we have the relation

m2
π =

2(mu +md)

f 2
π

v =
2(mu +md)

f 2
π

〈0|q̄LqR|0〉. (33.10)

The perturbation theory that we will obtain for the pion interactions will be a perturba-
tion theory in p/fπ, and also a perturbation theory in mπ (related to it through the above),
called chiral perturbation theory, Ch.P.T.

To model spontaneous symmetry breaking for SO(4) ' SU(2)L × SU(2)R → SU(2)V ,
we can describe the SO(4) symmetry through a bifundamental action on the set ( 1l, τa) of
generators which is a complete set in the space of 2× 2 matrices. So we define the matrix

Σ = σ 1l + iτaπa , (33.11)

which is therefore an arbitrary 2× 2 matrix field (with some reality properties), and where
πa will be related to the pions, but for now is just a set of real scalars. The action of the
SO(4) ' SU(2)L × SU(2)R symmetry on Σ is given by

Σ→ gLΣg†R. (33.12)

Then, in terms of the field Σ, we describe phenomenologically the SSB for chiral symmetry
through the Lagrangean that is a simple generalization of the Higgs Lagrangean,

LL = −1

4
Tr[∂µΣ∂µΣ†] +

µ2

4
Tr[ΣΣ†]− λ

16
[Tr(ΣΣ†)]2. (33.13)

This is called the linear sigma model. The kinetic term is the standard one (note that for
instance for σ, multiplied by the identiy, the trace gives a factor of 2, so the normalization
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is canonical), the mass term has the spontaneous symmetry breaking sign (m2 = −µ2 < 0),
so the potential is the matrix generalization of the Higgs potential.

If we want to couple to external gauge fields Aµ and Vµ (axial vector and vector), we
would do it through the covariant derivative

DµΣ = ∂µΣ− i(Vµ + Aµ)Σ + iΣ(Vµ − Aµ). (33.14)

The theory has a spontaneously broken vacuum with VEV v, and around it the expansion
of Σ is

Σ(x) = (v + s(x))U(x); U(x) = e
iτaπ′a(x)

v . (33.15)

Here s is a scalar with zero VEV, 〈s〉 = 0, v is the VEV, and π′a(x) are massless, so are
indentified with the pions. Indeed, there is no mass term for U , so not for π′a, while there is
one for s, which therefore is the ”Higgs”, i.e. the massive mode.

In the Wilsonian effective action approach, one integrates momenta with |k| ≥ Λ, which
means in particular that one must integrate all the fields with masses m ≥ Λ (since they
have always |k| ≥ Λ). This is called integrating out the massive modes in the Lagrangean.
When doing that, as we saw, we obtain higher dimensional operators in the Lagrangean, but
at sufficiently low energies they are negligible, since they come with inverse powers of Λ.

So now, we integrate out the massive modes, including s, and it means that at low
energies, to zeroth order, we can just drop the dependence on them (on s), since the higher
dimensional operators they will generate are small.

If we do that, the Lagrangean becomes nonlinear, so we have the nonlinear sigma model.
Indeed, the Lagrangean is now

LNL = −v
2

4
Tr[∂µU∂

µU †] , (33.16)

which looks linear, however we have to remember that now we have the constraint U †U = 1,
or Σ†Σ = v2 (whereas Σ was an arbitrary matrix before the integrating out), so if we solve
the constraint, we get a nonlinear action.

To relate to QCD, we must describe who is the matrix U . If the QCD state is the state
|U〉 instead of the vacuum |0〉 in (33.9), we have a generalization of the relation,

〈U |q̄LiqjR|U〉 = −vUij , (33.17)

where Ui
j is the matrix element of the matrix U associated with the state |U〉.

The state |U〉 is a pion state so, using a new normalization that anticipates that v = fπ,

U(x) = exp

[
iπa(x)τa

fπ

]
, (33.18)

and plugging in the nonlinear sigma model action, which is now

LNL = −f
2
π

4
Tr[∂µU∂

µU †] , (33.19)
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and expanding in 1/fπ, we obtain

L = −1

2
∂µπ

a∂µπa +
f−2
π

6
(πaπa∂µπb∂µπ

b − πaπb∂µπa∂µπb) + ... , (33.20)

which is indeed a perturbation in p/fπ, so is chiral perturbation theory. In fact, one can use
the original normalization, and obtain a Lagrangean with v, which can be compared with
predictions about the pion decay, and obtain that v = fπ. We will say more on this later in
the lecture.

More generally, we call a linear sigma model as set of N scalars with a symmetry and
some canonical kinetic term.

The SO(N) vector model
The most famous example is the SO(N) model, in terms of a scalar that is a vector (fun-

damental representation) of SO(N), with spontaneous symmetry breaking. The Lagrangean
is a simple generalization of the above linear sigma model Lagrangean,

L = −1

2
(∂µφ

i)2 +
µ2

2
(φi)2 − λ

4
[(φi)2]2 , (33.21)

and is invariant under SO(N) transformations φi → Ri
jφ

j. Note that our QCD case is
N = 4, for SO(4) ' SU(2)× SU(2). The potential

V = −µ
2

2
(φi)2 +

λ

4
[(φi)2]2 (33.22)

has a spontaneously broken vacuum at

(φi0)2 =
µ2

λ
, (33.23)

and by a symmetry transformation we can orient φ0 along the Nth direction,

φ0 = (0, ..., 0, v). (33.24)

We expand the fields around it as

φi(x) = (πk(x), v + σ(x)) , (33.25)

where k = 1, ..., N − 1. Then the Lagrangean becomes

L = −1

2
(∂µπ

k)2 − 1

2
(∂µσ)2 − 1

2
(2µ2)σ2 −

√
λµσ3

−
√
λµ(πk)2σ − λ

4
σ4 − λ

2
(πk)2σ2 − λ

4
[(πk)2]2. (33.26)

In general, a nonlinear sigma model is defined as any Lagrangean of the type

L = fij({φk})∂µφi∂µφj. (33.27)
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That is, a model with a metric (depending on the scalars) on the space of scalars. For
instance, a famous example is the 2 dimensional field theory on the worldsheet of a string
propagating in a general spacetime, but a more relevant example for phenomenology would
be a modulus scalar field in 4 dimensions.

With respect to the above O(N) linear sigma model, the nonlinear sigma model is

L = − 1

2g2
(∂µφ̃

i)∂µφ̃i , (33.28)

with the constraint
N∑
i=1

(φ̃i(x))2 = 1 , (33.29)

i.e. the fields to be on a unit sphere. It gives a phenomenological description of a system
with O(N) symmetry spontaneously broken by a VEV, e.g. by integrating out the massive
(radial) mode in the above expansion around a VE to get φi → vφ̃i(x), so the same thing
we did in the SU(2)× SU(2) case.

We can solve the constraint by N − 1 Goldstone bosons πk, as

φ̃i = (π1, ..., πN−1, σ) , (33.30)

where
σ =
√

1− ~π2. (33.31)

Now the manifest SO(N) symmetry turns into manifest SO(N − 1) symmetry. Then we
find that the kinetic term becomes

(∂µφ̃
i)2 = (∂µ~π)2 +

(~π · ∂µ~π)2

1− ~π2
, (33.32)

so the nonlinear sigma model action becomes

L = − 1

2g2

[
(∂µ~π)2 +

(~π · ∂µ~π)2

1− ~π2

]
' − 1

2g2

[
(∂µ~π)2 + (~π · ∂µ~π)2 + ...

]
. (33.33)

Note that here the dimension of scalars is zero, [φ] = 0, where the coupling has dimension
−1, [g] = −1, and in the second line we have expanded in the scalars πa.

To make the connection with chiral perturbation theory, we take N = 4, so SO(4) '
SU(2) × SU(2), and is spontaneously broken to SU(2) ' SO(3) acting on the πk’s. So
initially, SO(4) is manifest, but there is a constraint. When solving the constraint for φ̃i

in terms of πk, only SO(3) remains linearly realized, the other SO(3) becomes nonlinearly
realized.

The issue of nonlinear realizations follows the same pattern in general: what we usually
call a symmetry is a linearly realized symmetry, i.e. a symmetry that acts linearly on the
fields. When we have a nonlinearly realized symmetry, it is indicative of a case when there is
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a more fundamental representation that has the symmetry, like by introducing an auxiliary
field, or by writing the theory with a constraint, or that we are in a spontaneously broken
vacuum. But in any case, the symmetry is not manifest in the action.

We will see that more explicitly in the last form we will describe for the pions.
We can use yet another way to solve the constraint of the SO(4) model. We can write

the sigma model as a rotation R acting on the vector (0, 0, 0, σ) parametrized only by the
massive mode σ, as

φi(x) = Ri4(x)σ(x) , (33.34)

where the matrix R is orthogonal (in SO(4)), so it satisfies RRT = 1. Then by squaring the
above relation and using RRT = 1, we get

σ(x) =

√√√√ 4∑
i=1

(φi)2. (33.35)

Replacing in the linear sigma model Lagrangean, we find

L = −1

2
∂µσ∂

µσ − σ2

2

4∑
i=1

∂µRi4∂µRi4 +
µ2

2
σ2 − λ

4
σ4. (33.36)

Parametrizing the fields as

ζa =
φa

φ4 + σ

Ra4 =
2ζa

1 + ~ζ2
= −R4a

R44 =
1− ~ζ2

1 + ~ζ2

Rab = δab −
2ζaζb

1 + ~ζ2
, (33.37)

we obtain the Lagrangean

L = −1

2
∂µσ∂

µσ − 2σ2 ~Dµ
~Dµ +

µ2

2
σ2 − λ

4
σ4 , (33.38)

where

~Dµ ≡
∂µ~ζ

1 + ~ζ2
(33.39)

is often called the covariant derivative of the pion field.
Then the transformation rules for the scalars are:

• for isospin SU(2)V , that acts as a SO(3) rotation of φa, thus of ζa, leaving φ4 and σ
invariant, we have

δ~ζ = ~α× ~ζ; δσ = 0. (33.40)

which is a linear transformation, since the group is unbroken.
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• for the axial vector SU(2)A, which is broken, from δ~φ = 2~εφ4 and δφ4 = −2~ε · ~φ, we
get

δ ~Dµ = 2(~ζ × ~ε)× ~Dµ , (33.41)

which is a nonlinear transformation, i.e. broken.

The VEV of the scalar σ is 〈σ〉 = v, and integrating out the fluctuation in σ, we obtain
the nonlinear sigma model Lagrangean

L = −2v2 ~Dµ
~Dµ. (33.42)

Defining the pions as
~π ≡ 2v~ζ , (33.43)

we get the pion Lagrangean

L = −1

2

∂µ~π · ∂µ~π(
1 + ~π2

4v2

)2 . (33.44)

We now observe that we have written several Lagrangeans for the pions, (33.20), (33.33)
and (33.44). They are all Goldstone boson Lagrangeans, meaning that the interactions all
involve derivatives of the pions, and the Lagrangeans are an expansion in p/fπ, i.e. chiral
perturbation theory. What does it mean?

Really, it means that we should use the Wilsonian effective field theory approach for the
pions, and write down the most general Lagrangean consistent with all the symmetries (all
the higher dimension operators consistent with the symmetry), and fix the coefficients from
comparison with experiments. But this will still not account for the difference between our 3
Lagrangeans. The point is that, of course, a (possibly nonlinear) field redefinition consistent
with the symmetries should not change the physics, i.e. the scattering amplitudes, for
instance something like

~π′ =
~π

1 + ~π2
(33.45)

should leave the physics invariant. We can use such field redefinitions to put operators we
want to zero, leading to various expressions, depending on what terms we want to keep after
the redefinitions.

As an example of the comparison with experiment, expanding the Lagrangean in (33.44)
in 1/v and comparing with experiment, we see that we need v = fπ, as already stated for
(33.20).

We have not described well what fπ is until now, so we will rectify this omission now.
The pion decay constant fπ is fixed by the PCAC relation from lecture 25, which stated that

∂µj5(A)±
µ = fπm

2
ππ
±(x) (33.46)

or equivalently
j5,±
µ (hadronic) = fµ∂µπ

±(x) , (33.47)
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and another relation for π3 that contains also the anomalous part, and from which we have
derived the π0 → γγ decay. But here we are interested in the decay of π±, which has no
anomalous component. The normalization of π− is given by

〈0|π−|π−〉 =
1√

2mπ−
, (33.48)

so we get

〈0|j5−
µ |π−〉 = qµfπ

1√
2mπ−

. (33.49)

Then we fix fπ from the decay π− → µ− + ν̄µ. The relevant electroweak interaction in the
4-fermi limit is

Lweak =
GF√

2
ψ̄(µ)γ

ρ(1 + γ5)ψνµ(jV,−ρ + jA,−ρ ) , (33.50)

which after a calculation that will not be reproduced here gives for the decay rate

Γ =
1

8π

(
m2
π −m2

µ

m2
π

)2

(GFmµmπ)2

(
fπ
mπ

)2

(33.51)

and then experimentally from the decay, we can fix fπ ' 93MeV .
Generalization.
We can also generalize the mechanism of spontaneous symmetry breaking for a chiral

symmetry to any G→ H, though we will not do any calculation here. Then the Goldstone
bosons parametrize the coset G/H and transform linearly under H and nonlinearly under
G/H. Again we can find the most general form allowed by symmetries, do field redefinitions,
and fix coefficients from experiment.

Generalization to SU(3).
We now show how to include the s quark, which has a slightly larger mass, so its chiral

perturbation theory is somewhat less useful (the corrections are large). The Goldstone boson
matrix U is now written as

U =


π0
√

2
+ η0
√

6
π+ K+

π− − π0
√

2
+ η0
√

6
K0

K− k̄0 − 2√
6
η0

 (33.52)

otherwise we have the same idea, so the construction will not be repeated here. We just
note that now the adjoint of SU(3) has 8 components, and these are parametrized by
π+, π−, π0, η0, K+, K−, K0, K̄0.

As we mentioned, the light quarks are u and d, possibly together with the s quark,
whereas the c, b, t quarks are heavy.

Heavy quark effective field theory
For the c, b, t quarks we have another type of effective field theory, one that takes into

account the fact that for many things the quarks can be treated as nonrelativistic. So we
write something like nonrelativistic quantum mechanics (NRQM), but with Lorentz indices.
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We start with the quark Lagrangean

Q̄iiγ
µ∂µQi −MQ̄iQi − Q̄igA/Qi (33.53)

and consider momenta
p(i) = Mv + k(i) (33.54)

where v � 1 and k is small. The 4-vector velocity v satisfies v2 = 1⇒ v/2 = 1, and we define
the projectors

P± =
1

2
(1± v/) (33.55)

and split according to it the fields into positive and negative ”chirality”, v/h = h and v/χ = −χ,
and throw away the ”negative chirality”, really negative energy, states (such as to go from
field theory to NRQM) .

Thus we define
Q = e−iMv·x(h+ χ) , (33.56)

where xµ is a 4-vector like vµ, and h(x) now contains only the small variation kµ and throw
away χ, arriving at the HQET Lagrangean to zeroth order

L =
∑
j

h̄j(iv ·D)hj. (33.57)

Keeping the next order also, we get from general considerations

L =
∑
j

[
h̄j(iv ·D)h+

1

2MQ

h̄j[α(iD/ )2 + β(v ·D)2]hj

]
. (33.58)

But by reparametrization invariance we can put α = 1, and the second term doesn’t con-
tribute to physical processes, so can be dropped.

Coupling to nucleons
Until now we have described only the pions, but from a phenomenological perspective it

is even more interesting to describe how they couple to the nucleons that compose matter.
The free nucleon Lagrangean is written as

−N̄∂/N −mNN̄N . (33.59)

The interaction is written as follows. From Lorentz invariance it must have N̄ and N .
From the pions point of view it must be a derivative interaction, so ∂µπ

a, which means that
we need γµτa in the action as well. The coupling is an axial coupling, so it will have an γ5

as well, and by dimensional analysis we need a gA/fπ, for a total interaction

−igA
fπ
∂µ~πN̄γµγ5

~τ

2
N , (33.60)

where gA is an axial vector coupling, experimentally found to be about 1.27. By partially
integrating the derivative, using the free equation of motion for the nucleon to replace it
with mN , we get

gπNN =
mNgA
fπ

. (33.61)
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Defining the fields

u = exp

[
iπaτa

2fπ

]
Aµ =

i

2
(u†∂µu− u∂µu†)

Vµ =
i

2
(u†∂µu+ u∂µu

†) (33.62)

(note that u =
√
U) we can complete the interaction term to the full terms

N̄VµγµN − gAN̄Aµγµγ5N . (33.63)

Then with the field redefinition

N =

(
u†

1 + γ5

2
+ u

1− γ5

2

)
N , (33.64)

we can rewrite the Lagrangean as

L = −N̄∂/N−mNN̄

(
U †

1 + γ5

2
+ U

1− γ5

2

)
N−1

2
(gA−1)N̄γµ

(
U∂µU

†1 + γ5

2
+ U †∂µU

1− γ5

2

)
N.

(33.65)
Note that it is written in terms of U , not u now.

Mass terms
By an SU(2)L×SU(2)R transformation, we can put the quark mass matrix in the diagonal

form

M =

(
mu 0
0 md

)
e−iθ/2. (33.66)

Then the mass term is
Lmass = −Tr[q̄LMqR] , (33.67)

where the trace is over the flavor indices i, j. Since we in the vacuum we have the fermion
condensate (33.9), and in the physical state we have (33.17), we replace the mass term by

Lmass = vTr[MU +M †U †]. (33.68)

Considering a real mass matrix, M = M †, and expanding in 1/fπ, we get

Lmass = − v

f 2
π

(TrM)πaπa + ...; , (33.69)

which implies

m2
π =

2(mu +md)v

f 2
π

, (33.70)

as advertised at the beginning of the lecture. This is called the Gell-Mann-Oakes-Renner
relation.
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Note that sometimes one replaces the mass term by

−m2
π Tr[U + U † − 2] (33.71)

considering that mu ' md and subtracting the constant term from the Lagrangean.

Important concepts to remember

• When we have an approximate symmetry spontaneously broken, we get pseudo-Goldstone
bosons.

• Chiral symmetry is the U(2)× U(2) approximate symmetry of low energy QCD with
just u and d quarks. The two U(1)’s are the conserved baryon number and an abelian
chiral symmetry broken by anomalies, and the SU(2)L × SU(2)R is spontaneously
broken to SU(2)V .

• The VEV that breaks the symmetry is a fermion (quark) condensate, i.e. a composite
field.

• The exact mechanism of chiral symmetry breaking is unknown, but we make models
for it.

• The quark masses do not affect the nucleon masses much (they are nonzero because of
confinement, not because of quark masses), but the pion mass squared is proportional
to the quark masses.

• Chiral perturbation theory is the effective theory for pions, which is an expansion in
p/fπ and mπ.

• The linear sigma model is a phenomenological model for the SSB of chiral symmetry,
in terms of the pions πa and the massive σ field, with canonical (linear) kinetic term.
There are various descriptions for it.

• The nonlinear sigma model is the nonlinear model in terms of only the pions, obtained
by integrating out the massive modes. In general it is a model with a metric on scalar
field space.

• In the SO(N) model, we have N scalars in a vector representation of SO(N). The
nonlinear sigma model corresponds to the scalars on a unit sphere.

• In general, for G → H breaking, the Goldstone bosons live in the coset G/H and
transform linearly under H and nonlinearly under G/H.

• Chiral perturbation theory is undestood from the Wilsonian effective field theory ap-
proach: write the most general Lagrangean consistent with the symmetries, and use
field redefinitions to put various terms to zero.
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• One can include the s quark in chiral perturbation theory, and the Goldstone boson
matrix includes now K±, K0, K̄0 and η0, but is less useful since it has larger corrections.

• For the heavy quarks c, b, t, one can use heavy quark effective field theory, which is like
nonrelativistic quantum mechanics with Lorentz indices.

Further reading: See chapter 83 in Srednicki, 11.1 and 13.3 in [3], chapters 19.4 and
19.5 in Weinberg vol. II.
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